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Abstract

Network functions (NFs) have become pervasive in data
centers as a means to monitor and transform tra�c as it �ows
between services. Softwarization of the network has further
added to the diversity of functions that can be deployed, yet
managing theperformance, e�ciency, tenant-customizability,
and security of these functions remains a major challenge.
We presentByways, an abstraction that provides facilitates to
safely deploy NFs alongside end-host VMs in a multi-tenant
cloud environment. Byways guarantee strict isolation be-
tween the host system, the network functions, and VM-based
cloud applications, while still maintaining high performance.
A Bywaymanages a speci�c set of services, and an associated
NF only processes �ows associated with those services,
using per-byway resources (e.g., processing time). This
separation of end-host tra�c across Byways provides strong
fault isolation – a failing NF does not impact other services.
Byways augment this isolation with per-Byway access rights
that restrict a NFs access (e.g., read, write, drop) to the �ow,
limiting the impact of a faulty NF on even its own services.

We have implemented BywayOS, a `-kernel instantiation
of Byways, and evaluated its performance, e�ciency, and
isolation properties compared to state of the art virtual
machine networking technologies. A Byway processing
memcached tra�c through an isolated NF demonstrates
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throughput and latency competitive with, and often better
than, Linux host performance (i.e.,without a NF nor a VM),
and throughput 1.25x-6.43x higher than other host NF+VM
technologies, while o�ering stronger isolation and a trusted
computing base (TCB) more than 20x smaller.
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1 Introduction

Network Functions (NFs) are essential in the modern cloud
infrastructure. While these functions originated as a means
for network operators to provide services transparently to
clients and servers, there is a growing desire from both in-
frastructure providers and application owners to deploy their
ownNFs [27, 63]. New deploymentmodels likemicroservices
and serverless computing require a variety of network func-
tionality including proxies, network monitoring, and load
balancers. As a result, NFs are becoming more application
speci�c, and tenantswithin a cloud infrastructure desireways
to dynamically manage the mapping of �ows to their own
collection of network functions and end-host applications.
Middlebox NF processing (i.e., running on specialized

servers acting as a “bump in the wire”) has received a lot of
attention [42, 48, 49, 82], but these approaches can see signif-
icant performance overheads if deployed on top of existing
virtualization layers or in cloud environments where tenants
lack control to determine where functions are deployed. On

https://doi.org/10.1145/3698038.3698547
https://doi.org/10.1145/3698038.3698547
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Figure 1: Byways connect services hosted inside VMs to

the network. A Byway can be con�gured to direct tra�c for

particular IP:port(s) pairs to a NF (e.g.,� ∶80 goes to#�0 before

going to service (0). Unmanaged tra�c (e.g., � ∶ ∗ for B1 −B2)

goes directly to the VM. NF access rights can be limited, e.g.,

#�2 can observe tra�c to (4, but cannot disrupt it.

the other hand, end-host NFs are pervasive: from �rewalls,
programmable logic via eBPF [16], user-level processing [47],
and service and network virtualization [15, 68], to intrusion
detection and prevention [64]. End-host based NFs o�er
application speci�c services [3, 24], and since they execute
on the host resources, accounting and billing can be more
easily charged to the tenants. Application-speci�c, end-host
NF processing can improve security [7], improves resource
utilization and decreases costs [26, 83], facilitates scalable
execution [26, 84], manages latency and application QoS
properties [3, 7, 83], and can aid in managing limited edge
resources [59] with low latency [61].
End-host NFs require system support for execution. This

involves either the NF’s execution within a tenant’s VM (e.g.,
with Linux iptables or NFQUEUE [47]), or in an environ-
ment tightly controlled by the cloud provider (e.g.,withOpen-
VSwitch [54] or VPP [4]). The existing solutions for both of
these options are problematic.When deployed in a tenantVM,
the NF and host OS must trust each other. When deployed
independent of a tenant VM, it is more challenging to spe-
cialize the NF, and the tenant must trust the NF to properly
process all its tra�c. Both options are ill-suited for the fact
thatNFs, like other trusted infrastructure, can fail or be compro-

mised [28, 72, 73, 83] (in §2.1, see a small subset of NF CVEs).
End-host NF infrastructure is in a di�cult design space.

It must provide NF execution that is (1) high-performance,
(2) strongly isolated from tenant failures, and (3) customizable
for individual tenants, applications, and services. Addition-
ally, tenants should su�er graceful degradation when NFs
fail. While a failure in a NF will impact the services whose
�ows it is processing, it should not impact other services nor
tenants. In short, what is necessary is a strongmulti-tenant

infrastructure for NF execution [3].
To address this challenge, this paper introduces the Byway

abstraction for multi-tenant NF execution. Byways enable
the strong isolation of NFs from tenant VMs, and vice-versa.
The Byway abstraction provides a devoted path for a VM’s
service’s network �ows that are processed by a speci�c NF,
as illustrated in Figure 1. Byways are designed to minimize
the potential negative impact of a NF on its associated

Type NF Software CVE-*

DoS Snort, Envoy, Cilium,

OVS, StrongSwan,

OpenSSL, HAProxy

2023-{20270, 20083, 35945, 27496,

41333, 6129, 5678, 25950, 0056},

2022-{31045, 29178, 40617, 20751},

2021-{3905, 40114}, 2019-25076,

2018-{17204, 5388}, 2015-3991

Data
leak

Snort, Suricata, Cilium,

nDPI, HAProxy

2023-{34242, 45539, 0836, 25950},

2021-34749, 2020-{19678, 11939}

CFI
viol.

Snort, Suricata, OVS,

nDPI, Strongswan

2023-{35853, 41913, 26463}, 2021-

34749, 2020-11939, 2016-2074

Priv.

Escala-

tion

Envoy, eBPF, OpenSSL,

HAProxy

2023-{27488, 39191}, 2022-25218,

2020-35195

Table 1: Network function security vulnerabilities.

service, and to tightly limit the impact of NF faults to only
that service. As such, Byways are service-speci�c and only
process their associated service’s �ows, and enable restricted
access, limiting a NF’s ability to impact a service’s �ows by
controlling NF’s access rights to the �ows.
Byways contributions include enhancing NF isolation

across three dimensions, without sacri�cing performance
nor legacy support:

● System Isolation: Byways enable a multi-tenant NF exe-
cution model that insulates NFs, VMs, and the host from
each other through a per-tenant, microkernel based virtual
machine monitor and e�cient communication channels.

● Tra�c Isolation: the Byways abstraction restricts a NF
to process only a subset of a VM’s network �ows with a
con�gurable set of capabilities following the principle of
least privilege (PoLP).

● Temporal Isolation: The Byways scheduler separately,
and preemptively allocates time to network functions to
prevent timing attacks and denial of service attacks, while
accounting execution costs to the appropriate tenant.

Lastly, we detail BywayOS, a `-kernel based OS that
enables tenant VM execution, and implements the Byway
abstraction for NFs. While Byways could potentially be im-
plemented in other infrastructures, BywayOS demonstrates
that Byways can provide strong performance, while enjoying
a high-con�dence implementation due to a small TCB. Our
evaluation demonstrates that BywayOS prevents a malicious
or errant NF from negatively impacting VM service outside of
those �ows it is given access to. Our Byway communication
abstraction is highly optimized, and provides performance
better than solutions that o�er no isolation – 25%highermem-
cached throughput and 68% lower tail latency versus VPP [4].
Compared to running network functions in NFQUEUE [47]
with similar isolation properties, Byways achieve perfor-
mance 2.9x / 6.4x higher on nginx and memcached.
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Figure 2: Communication �ow and packet copies (circles) for di�erent approaches to host-based NF deployments. Shaded

areas represent the components which can become compromised due to a NF failure or exploit. BywayOS incurs two packet

copies on the receive path, but can avoid the DPDK copy on transmission, giving it similar overhead to VPP, but with stronger

isolation and a smaller TCB.

System NFs isolated from service VM Per-VMNFs Service-speci�c NFs Service availability Service con�dentiality Legacy NFs High-perf

NFs-in-VM

VPP [4]

MTS [72]

NFQUEUE [47]

Netbricks [49]

Host eBPF [16]

BywayOS

Table 2: Analysis of the isolation properties of NF systems. : supports, : does not support, and : partial support.

2 Host NF Background &RelatedWork

NFs are a core part of data-center infrastructure and are often
optimized to maintain line-rate performance. This perfor-
mance optimization often leaves isolation, reliability, and
security facilities lacking. For example: to enable zero-copy
processing, packets are often placed in sharedmemory,which
can lead to illicit access across domains [48, 82]; NFs might
be directly activated via function calls upon packet reception,
which can grant them direct access to packet memory even
when not necessary [4]; and even NFs executed using safe
languages [49] synchronously execute, which can delay
processing in other NFs due to bugs or malicious attacks.

2.1 CVE analysis

NFsandNFframeworksarecomplexandnetwork-facing, thus
are susceptible to compromise. Table 1 presents a set ofNF and
NF framework compromises. Illustrative examples follow.

● DoS.CVE-2023-20083,CVE-2018-0230, andCVE-2006-6931
lead to exhaustion of CPU, preventing system response.
Similarly, CVE-2022-20751, CVE-2021-40114, CVE-2023-
35945, CVE-2021-4204, and CVE-2021-3905 lead to system
memory exhaustion.

● Privilege escalation. CVE-2020-11939 and CVE-2020-11939
showexamplesof arbitrarycodeexecution throughCFIvul-
nerabilities. CVE-2023-33869, CVE-2023-39191, and CVE-
2022-0500 demonstrate that such access can be leveraged

to get root privilege. Potentially all of the CFI violations
in Table 1 could similarly be extended to achieve privilege
escalation.

● Data leakage.CVE-2023-25950, CVE-2021-34749, and CVE-
2023-34242 featureNFs leaking sensitive information to the
outside world as NFs are allowed to transmit-by-default,
and to transmit to any addresses.

2.2 Host NF Solution Comparison

Here we describe current approaches for running network
functions, with a focus on deployments that allow NFs to
run safely on the same host as the applications sending or
receiving the tra�c. Table 2 depicts various systems for
host NF execution discussed in further detail below. We
qualitatively assess: (1) if theNFs are isolated frompotentially
disruptive actions by their service VMs, (2) if the system
supports unique NFs per-VM, (3) if NFs can be constrained
to process only tra�c for speci�c services (e.g., based on port
number), (4) if VMs have guaranteed availability of packets
regardless of NF behavior (e.g., a crash), (5) if the platform can
provide con�dentiality such that NFs are unable to ex�ltrate
information that has been observed in a service’s tra�c, (6) if
legacy NFs can be supported, and (7) if the NF infrastructure
ensures high performance networking.

VM-based NFs. The simplest deployment of network
functions is in virtual machines running alongside the
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tenant’s own application VMs. While this keeps the NF
strongly isolated in its own virtual machine, it can incur a
high performance cost due to the large number of packet
copies incurred when traversing system boundaries. As
shown in Figure 2(a), a simple VM-based function that uses
the kernel networking stack will incur �ve copies for each
packet sent or received from the application VM (threewithin
the virtual machine monitor and two in and out of userspace
for the NF VM). This cost becomes untenable when running
low latency services, and there is no easy way to di�erentiate
tra�c for di�erent services or ensure the con�dentiality or
availability of their tra�c.

Software Switch-based NFs.High performance software
switches such as OpenVSwitch (OVS) [54], Vector Packet
Processing (VPP) [4], and Click [35, 43] provide e�cientways
to route packets to di�erent virtual machines. They provide
core plugins that form a high-performance foundation for
the Container Network Interface (CNI) [9] used in container
orchestration environments such as Kubernetes [36]. We
focus on VPP as a representative technology that provides
an execution environment for NFs that e�ciently operate
on batches of packets before they are delivered to VMs. VPP
executes NFs in user space with direct access to the NIC
using DPDK [32]. Those NFs can act as an intermediary for
network processing to a VM using vhost_user. As such,
VPP has direct access to the VM’s memory, thus can transfer
packets to and from the VM quickly, albeit with no fault
isolation. VPP’s structure is shown in Figure 2(b).
VPP’s direct NF access to both the NIC driver and to

the VM’s memory limits the reliability of NF execution:
(1) the lack of memory isolation makes NF-runtime, or VM
corruption trivial; (2) the execution ofNFs synchronously (via
function call) means that a NF that uses an undue amount of
CPU time can break availability; and (3) because all network
tra�c goes through the VPP runtime, VMs cannot enforce
a distinction between tra�c which should be processed by
the NF and that which should be isolated from it.
The standard deployment of VPP means that there is

isolation between neither the NF and the VM, nor between
NFs run by di�erent tenants since all are within a single
runtime with shared memory access across VMs. In order
to provide stronger isolation, the NIC hardware can present
multiple virtual networking devices using SR-IOV [65]. In
our evaluation we use this with VPP to enable a separate
VPP instance to run per-VM NFs speci�c to each tenant.
With this setup, each VM must trust their NFs in the hope
that there will be no bugs or compromises, but at least
there is spatial separation between the NFs for each VM.
Other NFV research platforms such as E2, ClickOS, and
OpenNetVM have comparable designs to VPP, leading to
similar performance and isolation properties [48, 82].

MTS [72] seeks to improve isolation by deploying a copy of
OVS for each tenant. With this design, the routing infrastruc-
ture for each tenant is isolated, but MTS does not directly pro-
vide support for running network functions. Network func-
tions could be run within separate VMs and managed by the
tenant-speci�cOVS, toprovidehighcustomizationofper-VM,
service speci�c NFs. However, NFs can still disrupt the data
�ow to application VMs, and the system does not ensure high
performance of NFs, only of theOVS infrastructure. Addition-
ally,NF/VMcoordinationusesSR-IOV, thus theNFcan trivally
be bypassed by not addressing its endpoint. Thus, we use VPP
as our key comparison for this class of NF infrastructures.

Net�lter Queue (NFQUEUE).An examplar of approaches
that aim to provide stronger isolation properties to VMs
by tightening the capabilities of the NF runtime is Linux’s
NFQUEUE, depicted in Figure 2(c). The kernel’s device
drivers are used to process network packets, and iptables

is used to �exibly route them either to a NFQUEUE, or to
the VM. Packets forwarded to NFQUEUE are enqueued to
a user-level process containing the NF logic. That NF can
operate on the packet, and forward the output to the VM.
Comparably, when the VM transmits a packet, the NFQUEUE
NF process interposes on the network transmission.
NFQUEUE performance is limited by the processing and

communication pathways from the host network stack to
the NF, and the NF to the VM. Context switching, mode
transitions, and IPC logic limit the overall throughput of
NF processing. While Linux IPC is often su�cient for many
tasks, per-packet IPC can be a bottleneck (at more than 2`sec
an IPC [22]). Similar to VPP, each tenant VM’s tra�c can
be processed by separate NFs, but unlike VPP, speci�c �ows
can be directed to di�erent NFs or bypass them entirely.
Thus, a partially trusted NF (because it is potentially faulty
or susceptible to compromise) can be limited to only process
on and impact a subset of a VM’s networking tra�c. As such,
NFQUEUE o�ers capabilities for heightened isolation of the
VM from the NF, at the cost of performance.

memcached performance NFQUEUE VPP BywayOS

Throughput (reqs/sec) 15.5K 79.9K 107.8K

P99 Latency (ms) 5.5 2.9 0.75

Table3:memcachedperformancewithNFtechnologies.

To understand the performance of NFQUEUE, VPP, and
BywayOS, Table 3 displays peak memcached performance
results (details in §5). NFQUEUE’s heightened isolation
comes at the cost of performance, while VPP achieves better
performance at the cost of isolation. BywayOS’s design
enables both strong performance and strict isolation.

Language safety for NF execution.Middlebox infrastruc-
tures such as NetBricks [49] and SafeBricks [56] augment
kernel-bypass I/O using DPDK with NFs written in safe
languages. NFs are limited by the language to access only
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packets and data-structures explicitly passed to the NF,
preventing some types of attacks. However, this approach
requires rewriting software in a safe language, which
limits legacy support. The performance strengths of direct
synchronous execution via function calls is also a potential
liability as a NF that does not return promptly could delay
servicing other packets either due to malicious attacks or
bugs. We seek to provide a solution that o�ers an easier path
to legacy support while also enabling the task preemption
that is needed to prevent this type of timing attack.

Extended Berkeley Packet Filter (eBPF) NFs. eBPF [16]
programs hook into Linux kernel execution paths, and are
executed in a sandbox environment. Network functions can
be built using XDP [30] hooks in the lower-levels of the Linux
networking stack to trigger computation on packets. The
eBPF sandbox in the kernel ensures type and memory safety
of programs, but cannot support legacy NFs and has a more
limited programming model than the languages typically
used for NF development.
Access to eBPF is generally restricted to trusted parties.

While the eBPF sandbox provides type and memory safety, it
exposes a large number of kernel-internal APIs, and it is not
available for unprivileged use such as by cloud tenants. Linux
capabilities for CAP_BPF are necessary to insert eBPF pro-
grams, and XDP [30] programs require both CAP_NET_ADMIN
and CAP_SYS_ADMIN. With these capabilities, a user can
generally con�gure network settings including �rewalls,
and modify fundamental namespaces in networking and
the �lesystem, changing the hostname, update resource
allocations (through rlimit), and many other functions
often associated with root privileges. An ongoing concern
is whether eBPF programs running in the same hardware
memory protection as the rest of the kernel, can leverage
speculative execution attacks such as Spectre [34] to leak
kernel data. As such, eBPF does not currently provide a so-
lution for running untrusted NFs. eBPF is often paired with a
user-level solution such as VPP (as in Calico [6]) to run legacy
NFs or code that otherwise isn’t a �t for the BPF sandbox.

Hardware-based Functions. Several cloud providers have
embraced deploying their network functions on specialized
hardware such as programmable SmartNICs [2, 19]. This very
strongly isolates network functions from the tenant VMs,
but the NIC platform is not available for tenants to utilize
for their own NFs. Recent work has sought ways to support
multi-tenancy on SmartNICs, but they still cannot be used
to deploy complex functions or ensure strong fault isolation.
SuperNIC [38] allows multi-tenant functions on a NIC, but
requires them to be deployed to FPGAs, vastly increasing the
di�culty of deploying legacy functions. FairNIC [27] allows
NFs to run on System-on-a-Chip based NICs, but its focus
is on ensuring performance fairness, and cannot provide any

form of security between functions. While S-NIC [83] o�ers
both NFmemory and performance isolation on SmartNICs,
it neither considers �ne-grained isolation properties, nor
provides service level solutions for VM tenants.

3 BywaysDesign

Byways are designed for a complicated multi-tenancy model
where di�erent tenants execute (VMs and NFs) on the same
shared hardware. This is a critical model for cloud environ-
ments where, for example, Amazon uses virtualization tech-
niques such as Xen [11], KVM [39], or Firecracker [1, 2] to
provide secure isolation between tenant applications.Byways
extend this with a powerful NF execution model to provide
the complex and necessary network services required in the
modern cloud. Given that buggy or compromised NFs can
easily threaten the proper execution of a system (§2), it is
important to strongly constrain their access to service’s net-
working �ows. We aim to decouple the NF software from
that of the cloud provider and the tenant, so that both can
safely interactwith only partially trustedNFs. This enables an
app-store equivalent for NFs, rather than rely on centralized
deployment of NFs in middleboxes run by cloud operators.
The challenge with a multi-tenant NF infrastructure is that
there are explicit dependencies between tenant services and NFs
that process their tra�c.As such,Bywaysaim to tightly control
the access rights forNFs according to their goals, thus limiting
the scope of impact of faulty, malicious, or compromised NFs
on VMs.
The design of Byways focuses around key properties:

● Per-service data channels (§3.1).Network functions inter-
pose on the tra�c for only a restricted set of serviceswithin
a VM, as part of a channel from NIC to service. All tra�c
�ows destined for, or derived from, the service traverse
the channel. As such, a faulty NF in a Byway for an HTTP
server cannot impact tra�c for ssh, even if in the sameVM.
These channels are designed to e�ciently and securely
shuttle packets between NIC driver, NF, VMM, and to the
service in the VM by ensuring that the packets sent into
the VM are correctly addressed to the service. Services
that don’t require NF processing are associated with an
“unmanaged” Byway. NFs only process and can impact data

for their associated services.

● Restricted NF data channel access rights (§3.2). Network
functions are granted only limited access to the Byway’s
data channel. NF’s ability to threaten the integrity, con�-
dentiality, and availability of channel data is intentionally
restricted. For example, a �rewallmight have permission to
drop a service’s incoming packets, but not to modify them
nor access outgoing packets. NFs can only impact service

�ows as much as is necessary for NF goals (PoLP).



SoCC ’24, November 20–22, 2024, Redmond, WA, USA Xinyu Han, Yuan Gao, Gabriel Parmer, and TimothyWood

● Safe NF execution (§3.3). Each NF executes in a separate
memory protection domain, with minimal access to exter-
nal APIs, and with preemptively scheduled execution. As
such, NFs run in a tightly constrained, “share nothing”, ex-
ecution environment augmented only with access to data
channels. ANF that uses undue resources can be separately
throttled.NFs are tightly memory- and processing-restricted

to limit their ability to interfere with other NFs and VMs

beyond their data channels.

Given these properties, Byways result in a system structure

on the end-host that matches the structure of network

�ows. Further, our design expands on these properties to
strengthen the security of the system. This includes two core
requirements:

● Servicemulti-tenancy throughVMs (§3.4).Byways aim to be
implemented in a conventional, strongmulti-tenant model
for di�erent services that underlies the current cloud. This
typically requiresVM-based isolationbetween tenants (e.g.,
Amazon Functions backed by Firecracker VMs [1]) as the
infrastructure must maintain isolation even when tenant’s
kernels are compromised. VMs are provided by minimal
VMMs that understand which NFs communicate through
which Byways, with which allowed ports. VMs provide
strong service tenant isolation, and VMM integration into
Byways is integral in maintaining the above properties.

● Minimal shared system services and trusted computing base

(TCB).Theunderlying system that provides the above prop-
erties must do so in a trustworthy manner. As such, our
design focuses on implementing Bywayswith a minimal
trusted computing base, and avoiding sharing services be-
tween tenants. The former increases con�dence that sys-
tem compromises are avoided, and the latter mitigates the
scope of impact of compromises that do happen.

3.1 BywayData Channels

Byways de�ne the path that packet �ows take to reach a
VM-based service. Figure 1 depicts Byways connecting var-
ious services to the network. It illustrates how Byways are
restricted to �ows associated with a set of ports, allowing
packets properly associated with the allowed ports to reach
theNIC and the VM. TheByway to service B3 maintains a data
channel used by #�1 which only processes �ows associated
withHTTP andHTTPS. Thismight include, for example,#�1
including web server-speci�c intrusion prevention logic.
Each Byway identi�es the VM, VMM, and NFs associated

with the packet processing path. Each of these is associated
with the Byway’s data channel which is a set of memory re-
gions used for packet communication, and for NF processing
of packets. These separate memory regions ensure that NFs
only access packets they are explicitly granted access to by
their Byway, and gives strong memory isolation between
di�erent NFs and di�erent VMs. While utilizing isolated

memory regions requires some amount of packet copying,
our implementation minimizes the number of copies and
optimizes how they are done.
Byways make an important guarantee: All packets that

are added into a data channel (either from the VM, or from
the network) must be associated with the proper ip:port
pairs, and likewise for packets sent by the NF to the VM or
network. This important property ensures that NFs access
only permitted �ows, and impact only the intended services
and network clients. While this means that NFs are trusted
to process on a service’s �ows, they cannot impact a VM’s
network tra�c beyond that.

3.2 BywayAccess Control

A Byway provides access control restrictions to further
limit the operations that a NF can perform on its �ows. This
decreases the impact a NF can have on its service and service
clients. It is an e�ective application of the PoLP to tailor NF
access rights to the required rights for it to achieve its goals.
These rights center around:

● ANF’s ability to receive data from the VM (rx-vm) and/or the

network (rx-net).Not all NFs require bi-directional access to
packets. A �rewall might only need to process on and po-
tentially droppackets from thenetwork, thus doesnot need
to receive from the VM. Thus receive access to packets in
either direction can be removed to prevent con�dentiality
or availability issues for that direction of data-�ow.

● A NF’s ability to transmit packets to VM (tx-vm) and/or to

network (tx-net). Similarly, transmission of packets can be
restricted, separately, to the VM or network. This can pre-
vent data leaks and DoS attacks by restricting a NF from
transmitting to the net, or by limiting it to transmit only to
speci�c addresses (A in tx-net(A)). A connection logging NF
might be unable to modify packets (see the next bullets),
and restricted to transmit only to a speci�c log host and
disallowed from transmitting to the VM.

● A NF’s ability to transform/modify packets (xform). Byways

support access rights that allow a NF to transform pack-
ets (i.e.,modify header/payload) either enroute to the VM
(xform-vm) or the network (xform-net). NFs implementing
an Intrusion Detection or Prevention Systems (IDS/IPS)
(e.g., snort) do not need tomodify packets, thus lack xform.
Without xform, a NF cannot corrupt or maliciously modify
a Byway’s packets.

● A NF’s ability to �lter packets (filter). The filter-vm and filter-

net access rights allow the NF to drop packets before they
reach the VM or network. A �rewall often requires this
right, while a connection logger should not have it. If a
function lacks both xform and filter rights, then it will only
be able to observe its Byway’s packets, thus guaranteeing
their delivery (thus availability) independent of NF logic.
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● The ability to change VM status (vm-status). Some NFs are
able to alter the VM’s status in response to packet process-
ing, for example to reboot the associatedVMafter detecting
malicious behavior within it.

Each of these access dimensions are speci�ed for individual
Byways. A security-centric discussion of these access rights
is in §3.5.

Case studies in NF PoLP. We provide examples of how
these access rights could be used to enforce the Principle of
Least Privilege for sample NFs. In the following, we leave o�
-vm or -net if both are required.

Firewall (rx-net, tx-vm, filter-vm) Typical incoming �rewall
functionality for a Byway to permit or drop packets, with-
out ability to update packet contents or see outgoing tra�c.

Tra�c Encryption (rx, tx, xform) Transparently encrypt
all tra�c. Note that since the NF is isolated from the VM,
the encryption keys are inaccessible to it.

Virtual Networking (rx, tx-net(+ ), tx-vm, xform) Virtual
networking requires encapsulating packets with addi-
tional headers for the VM’s virtual network range,+ . The
Byways access rights can enforce that packets leaving the
NF fall within the range.

Tra�cMonitoring (tx, rx) Classify or analyze tra�c
�owing in/out of the VM, but without the access right
to transform or �lter tra�c, guaranteeing that the VM’s
tra�c is untouched.

Intrusion-Detection System (IDS) (rx, tx, vm-status)
IDS monitors tra�c and determines it is indicative of a
compromise, in which case it can reboot/recover the VM.

Intrusion-Prevention System (IPS) (rx, tx, filter-vm) IPS
monitors network tra�c, and if it detects a potential
compromise, it will drop the packet(s) before they reach
the service.

3.3 NF Isolation and Execution Environment

NFs run in isolated memory protection domains (provided
by hardware page-tables), thus only have access to their
restricted subset of systemmemory. NFs have “share nothing”
access to memory (excepting their Byway’s data channel),
with, by default, only the ability to expand their heap. This
is paired with a lack of access to any system APIs beyond
those involving heap allocation, and thread management
(e.g., awaiting the next packet). This inherently limits the
scope of erroneous or malicious computation’s impact.
NFs execute as threads that are preemptively scheduled

to ensure timely progress of NFs and VMs, separately. To
maximize performance, existing high-performance NF
systems have focused on synchronous (“run-to-completion”)
NF execution via function calls [4, 16, 48, 49], but such an
approach means that faulty or malicious NF logic can delay
other NFs or VMs, preventing performance isolation.

This combination of share nothing memory access, limited
accessible systemAPI, and preemptively scheduled execution
provide strong by-default isolation. The aim is that a NF is
only able to impact its services in the associated Byway, and
is limited in its ability to do that through the Byway’s access
control (§3.2).

3.4 VMExecution Environment

To provide strong isolation for traditional (non-NF) tenants,
we use VMs. While containers are a popular developer
tool (and are often used inside of VMs), the inevitability of
kernel compromises that enable container escapes has led
to most cloud infrastructures using VMs for inter-tenant
isolation [1, 2]. Byway Virtual Machines are designed around
the ideas of Nova [66] and Firecracker [1]: (1) the Virtual
Machine Monitor (VMM) should be instantiated per-VM,
thus not constitute a cross-VM attack surface, and (2) the
VMM is implemented at user-level in a separate protection
domain and uses a thin interface to interact with hardware
virtualization acceleration logic in the kernel.

Per-VMVMMsmean that each VMMneeds to track only
theByways for itsVM.TheVMMiskey inmaintainingByway
access control (§3.2): it implements the packet checking logic
to ensure that the address:port pairs of packets match the
Byway, and match the Byway’s access control rights.

3.5 Security Analysis

The design of the Byway abstraction provides a strong,
share-nothing NF isolation model by default. This is
augmented with access to Byway data channels, and includes
dimensions of data channel access control that enable NFs to
accomplish their goals, while minimizing their impact on the
associated service. We assume that NFs might be malicious
or potentially compromised, thus all of a NF’s accessible
resources (e.g.,memory) and APIs comprise the system attack
surface. The share nothing, PoLP-centric Byway design
directly addresses the CVEs in §2.1 categorized as privilege
escalation. While a bug in the BywayOSmechanisms could
subvert these protections, we minimize the chance of this
by achieving a minimal TCB with simple, strong security
primitives (capability-based security, as we’ll discuss in §4.1).
DoS attacks (§2.1) based on allocating too much memory

are trivially addressed by per-NF quotas and restricted
means of allocating memory (through a single system API
function). Similarly, packet rates are limited with quotas
de�ned relative to the incoming packet rate. CPU processing
attacks – where a NF attempts to overuse processing time –
a�ict run-to-completion runtimes where NF runtimes delay
other processing. In contrast, we study how the preemptive
NF execution in Byways, paired with progress-preserving
scheduling, prevents these issues in §5.4.
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Finally,NFs are given access toBywaydata channelswhich,
by design, enables them to directly impact their correspond-
ing service. Byway’s design mitigates the impact of faulty or
malicious NFs by (1) ensuring inter-Byway isolation so that a
faulty NF functionally impacts only the service(s) it is associ-
ated with, and (2) subsetting the access rights for the Byway
to those required to meet the NF’s goals. The latter is used
to ensure service �ow con�dentiality (no tx-net), integrity
(no xmit), and/or availability (no xform nor filter). While this
would not prevent all CVEs, it does enable tenants tomake the
appropriate trade-o�s – assigning speci�c rights – for their
goals.We evaluate (in §5.3) an IDSNF and an IPSNFwith only
the ability to monitor and assess tra�c, a �rewall NF with
only the ability to drop incoming packets, and an encryption
NF with all permissions except the ability to �lter packets.
Each is used in a Byway including only a HTTP service.

The Byway design does not address a number of additional
ways that a NF or a VM could unduly interfere with other ten-
ants. We do not address covert channels, nor attacks through
side-channels – for example, through the cache [25, 69], or
scheduling [8, 53]. Byway’s design is complementary to corre-
sponding solutions [25, 29, 41, 45] that are enabled by preemp-
tive NF execution, and use of hardware protection domains.

4 BywayOS Implementation

BywayOS is built as a set of components on the Composite `-
kernel [77], which is open-source and publicly accessible [71].
Composite is a component-based system, in which compo-
nents are similar to lightweight processes – implemented
using page-table-based memory protection, and capability-
tables [13, 62] – with capability-restricted communication
(IPC) connections. System policies are de�ned in user-level
components that interact throughoptimized IPCasmotivated
by L4 [37]. Similar to Eros [62] and seL4 [13], Composite uses
a capability-based access control model that we leverage di-
rectly for Byway security. The Composite kernel is small
(around 7k lines of code), includes mechanisms while relying
on user-level components to de�ne system policies (such as
scheduling [21, 51] and networking), and it focuses on strong
multi-core scalability by using no locking while synchroniz-
ing using only wait-free means [77].
In contrast to L4-style `-kernels, Composite uses thread

migration-based IPC [5, 20, 50], thus de�nes all synchroniza-
tion and scheduling policies at user-level [51, 52].With thread
migration, when a client component uses IPC to invoke a
function in a server component, there is no thread switch
(though all memory context, including execution stacks, is
switched), thus execution is accounted to the same thread, and
IPC is tracked in the kernel, in per-thread invocation stacks.
IPC to invoke a server function (involving cross-page-table
coordination) is only allowed if the client owns a per-function
capability to enable the invocation. We leverage this in
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monitoring/IDS NF has r capabilities that enable packet

reception and the ability to update VM status, but it has no ca-

pabilities tomodify packets or send them. The encryption NF

has capabilities to receive, transmit, and transform/modify

packets. The data-plane including memory copies (solid

arrow) and DMA (dashed arrow) is in §4.2. The virtualization

and network components are detailed in §4.3 and §4.4.

BywayOS to ensure strictly constrained service access
control, and that all packet copy operations are performed in
Byway-speci�c threads, thus accounting the overhead to the
Byway. Figure 3 depicts the core components of BywayOS,
all implemented as user-level components in Composite.

4.1 NF isolation and Access Control

NF access to packets is controlled using carefully exposed
(and capability-limited) system APIs. A NF must have a
capability to IPC to a speci�c function in the VMM and
network component, thus disallowing access to packets
operations, by default. Each of the access rights described
in §3.2 correspond to a set of such capabilities.

● Each of vm-status, tx, and rx correspond directly to
capabilities to call functions in the VMM and network
component to adjust VM status, or send/receive packets.

● The ability to change packets (xform) is implemented as
a capability to a function that maps in the shared memory
packet pool with read-write permissions in the page-tables.
NFs without the ability to change packets can only access
a function that provides read-only mappings.

● ANF is able to filter packets if it can deallocate them before
they are passed onward. This is enabled by providing ac-
cess to sharedmemory reference counters (similar to those
in FBufs [12]), or capabilities to functions to modify them.

Importantly, all access to operations on packets in a Byway
is gated through capabilities. When a Byway is con�gured to
operate on a service for a VM, the appropriate rights are cho-
sen, and capabilities are statically allocated to the NF. Figure 3
depicts these various capabilities (asr variants) and access
rights (read-write (RW) and read-only (RO) packet memory).
§3.2 describes multiple ways to con�gure these access

rights for various NFs. While the ability to receive, transform,
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and transmit packets (e.g., required by encryption and virtual
networking), or update VM status (e.g., required by the IDS)
is straightforward, we will additionally detail access rights
for guaranteed packet delivery. For example, the IDS and
tra�c monitor NFs observe packets, but otherwise cannot
interrupt the �ow of unmodi�ed packets to and from the VM.
Guaranteed packet delivery requires that a NF does not

have capabilities to transmit packets (to avoid double delivery
of packets and replay attacks), that it cannotmodifypackets as
it does not have capabilities to read-write packetmemory, that
it cannot �lter packets, and that the system both send packet
data redundantly to the NF’s Byway, and to the unmanaged
Byway. We optimize this path to avoid copying the packet
separately into eachByway. Instead,we enable a single packet
to safely exist in multiple Byways using reference counts
(not directly available to the NF), thus only deallocating the
packet when it is no longer referenced by either Byway.

Scheduling. An important part of NF access control is
limiting its ability to over-consume core processing time.
BywayOS uses a preemptive scheduling policy customized
to limit the impact of overly-active NFs on VMs. We use
simple round-robin scheduling when NFs complete their
computations before the end of a quantum. However, if they
become CPU-bound, and might threaten VM throughput,
they are scheduled using proportional share (one time unit,
for every �ve of the VM) until they complete execution. We
add this policy to the user-level scheduling component of
Composite. While simple, this e�ectively protects VM’s CPU
shares. More complex policies could be used to minimize
tail latency [31, 33], provide proportional progress [67],
strict execution bounds [80], or provide strong latency
guarantees [61] alongside rate limits [74].

4.2 BywayOSData-Plane

Figure 4 depicts the control and data �ow of BywayOS.
While there are three Byways, we focus on (0’s blue Byway.
BywayOS uses DPDK e�ectively as a device driver library to
receive packets. The Byway-speci�c code in the networking
component then demultiplexes the �ow to its corresponding

Byway ( R1 ). #�0 is activated, and invokes (via protected

IPC) the network component (via the circular “capability”
that enables rx-net), and copies the packet(s) into Byway’s

data channel memory ( R2 ). The NF processes the pending

packets using preemptive, separately scheduled CPU
time (denoted by the clock). To transmit the packet to the
service, the NF performs protected IPC through the transmit
capability (enabling tx-vm) which triggers execution in the

VMM ( R3 ). The VMM validates that the transmitted packet

has appropriate headers for its Byway, and copies it directly

(via virtio-net) into the VM’s memory ( R4 ).

  VMMA
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Multiplexer/DeMultiplexer

  VMMB
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Net
Component
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Figure4:Thesteps thatpackets takealong thereceive (R1-R4)
and transmit paths (T1-T4) inBywayOS. To simplify the image,

we omit depicting the VM that the services execute inside.

On the transmit side, a service sends packets via its OS
(recall, the OS and VM aren’t depicted here), which transmits

the packets using virtio-net and traps into the VMM ( T1 ).

TheBywayOSVMMdemultiplexes packets sent from the VM
into itsByway, and activates the correspondingNF.When the
NF’s thread executes, it makes a protected IPC call (using the
capability associatedwith rx-vm) into theVMM,andcopies the

service’s packet(s) into itsByway’s data channel ( T2 ). TheNF

threadreturns fromthe IPCto theNF’sprotectiondomain,pro-
cesses on the packets (using the NF’s CPU allocation). When
done, to transmit the packet, it performs protected IPC to the
network component if it has the corresponding capability for

tx-net ( T3 ). The network component leveragesDPDK to send

the packet directly from Byway data channel memory (after

carefully avoiding attacks – see later in this section) ( T4 ).

Both of transmit and receive traverse all of the net
component, NF, VMM, and VM, yet packet reception requires
two copies, and transmission only once. Protected IPC is an
optimized path in the underlying `-kernel and takes only
around 0.3`sec. Frequent thread switches and coordination
aremitigatedwith batching. The rest of this section elaborates
on the implementation with details.

Goals. Key goals of the Byways data-plane implementation
are to: (1) minimize the costs of packet copying, and decrease
the number of necessary copies, (2) ensure that per-packet
overheads (e.g., copying) are properly accounted to the
Byway’s execution, and (3) mitigate the overhead of running
many NFs and VMs via time-bounded batching.

Per-packet overheads and accounting. A core security
requirement of Byways is that the memory regions used for
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each VM, NF, and the network component are disjoint. This
requires that packets are copied into these isolated memory

pools (in R2 , R4 , and T2 ). Thus, to ensure these copies pro-

ceed as e�ciently as possible, Wemeasure multiple memcpy
implementations, and selected an implementation based on
vector registers and instructions. While kernel code avoids
using �oating point and vector instructions (to prevent the
expensive save and restore operations), our user-level logic
is not limited in this way and uses vector registers as normal.
A second optimization we perform is that the same slots

in memory are re-used by default when allocating packets
into Bywaymemory pools. This optimizes for the case that
the cache-lines for recently processed packets are as close
to L1 cache as possible.
Though we aim for high e�ciency, copying memory still

imposes overheads. Where packet copies must be done,
we ensure they are performed using the CPU processing
resources of the corresponding NF. Thus, our aim in the
network component is to quickly demultiplex [70] packets
into Byway-speci�c packets to identify the NF thread. While
we don’t use DPDK for this, we do use e�cient hash-tables to
demultiplex packets into their speci�c Byways, and wait-free
queues to track the Byway’s packets. Thus, upon packet

reception ( R1 ), the NF thread is quickly identi�ed, and the

packet is enqueued (though not yet copied).
Only when the NF’s thread is executed, does it IPC to the

network component, dequeue the packet, and copy it into the

pool, making it available for processing within the NF ( R2 ).

Note that thread migration-based IPC enables our goals:
when a NF thread uses IPC to invoke the “receive” function
in the network component, the thread safely executes logic
in the network component and copies the packets – thus all
copy costs are charged to the appropriate NF thread, thus
mitigating DoS �ood attacks. Only when the IPC returns
back to the NF is the thread’s access restricted again to that
of the NF protection domain.

Eliding packet copies.A straightforward implementation
of packet reception from the network might copy the packet
(upon networking component demultiplexing) into a Byway
memory pool, from the memory pool into VMM memory,
and then (through virtio’s virtual direct memory access
(DMA)) into the VM. Similar for transmission from the VM:
copy from VM into the VMM, then into the memory pool for
the NF to process, then into the network component. These
paths are similar to those in NFQUEUE. To maintain strong
isolation between VM and NF (and to strongly isolate the
network component and VMM from the tenant’s code), we
don’t avoid all copies, but we do reduce the number where
possible as outlined above.
To avoid copying packets redundantly within the VMM,

we enable the VMM to directly copy betweenBywaymemory

pool and VM (as shown by the solid arrows in Figure 3 and in

T2 in Figure 4). As the VMMhas direct access to theByway’s

memory pools used by the NF, it transfers packets directly be-
tweenVM-memory as directed by virtio-net, and themem-
ory pool. While this entails a copy, it avoids doing so through
temporary bounce-bu�ers in the VMM. While this is con-
ceptually straightforward, it risks a subtle Time-Of-Check to
Time-Of-Use (TOCTOU)[78]attack.Thesecopiescanproceed
concurrently with VM execution, which means that between
when the VMM checks packet header information to identify
the properByway, andwhen it is copied, the VM (or NF) could
maliciously update the headersmaking themno longer appro-
priate for that Byway. To avoid this, the packet headersmust
be validated and carefully transferred (not directly copied) to
ensure that they adhere to the Byway-speci�c access control.
As outlined above, we also optimize the network compo-

nent’s transmissionofNFpackets.As thenetwork component
has access to Byway memory pools, it is able to DMA the

packet directly from the NFmemory pool ( T4 ), completely

avoiding the copy (as shown by the dashed arrow in Figure 3).
While this avoids a copy, it is also susceptible to TOCTOU
attacks. Unlike the VMM that can carefully transfer packets
while validating packet header contents, the NIC cannot
check that a packet being DMAed conforms to a Byway’s
IP/port. To solve this, the network component can copy the
headers into its isolated memory, but not the packet contents.
It splits the DMAup into two separate transactions using NIC
gather-DMA.This enables thenetwork component to validate
that the packet is properly addressed from the Byway, while
zero-copying the packet data from the NF. While causing
multiple PCI transactions can cause signi�cant overhead [58],
we leave �nding a break-even point between copying packets
and using multiple PCI transactions as future work.

Time-bounded batching and scheduling. NFs and
VMs can share the same core, and compete for computing
resources. As the NF is on the critical path for network
processing, it rarelymakes sense to preempt itwith interrupts
for additional network packets. Similarly, if the VM is busy
processing network communication, there is similarly little
bene�t for preempting it to enqueue more packets. Further,
the more that Byways can batch process packets at each level
(in the network component, NF, VMM, and VM), the less the
per-packet overhead. Thus we take an aggressive stance and
do not use network interrupts. Instead, we use frequent timer
interrupts – every 200`s – to ensure preemptive execution,
along with yielding of the CPU (in the VMM on VM idle, and
in the NF and network component between batches) to avoid
polling overheads.
This naturally pipelines the processing of packets in

the various stages of Byway processing enabling high
performance. Importantly, it also e�ectively bounds delays



Byways: High-Performance, Isolated Network Functions for Multi-Tenant Cloud Servers SoCC ’24, November 20–22, 2024, Redmond, WA, USA

in network processing. While the timer delay can be tuned,
or could be dynamic, we found that the 200`s design point
results in a strong throughput and latency (see §5.2).

VMM↔network Byway. The unmanaged Byway for each
VM handles all services that aren’t explicitly associated with
another Byway, avoiding any NF processing. When the VM
transmits packets via the unmanaged Byway, they are still
copied (by VMM) into shared memory pools for the Byway,
and transmitted by the network component (and similar for
packet reception). The unmanagedByway could be optimized
to avoid these copies by copying (DMAing) directly out of (in
to) VM bu�ers by integrating the network component’s logic
with thevirtio-net logic in theVMM. Insteadwe err toward
simplicity by not intertwining liveness and noti�cation
mechanisms of two already complex components.

4.3 Virtual Machine Support

We extend Composite to enable hardware virtualization
support through Intel’s VT-x [76], and implement a VMM
to oversee and control VM execution (shown in Figure 3). A
user-level VMM component interacts with kernel support
for the hardware acceleration. To support Byways, the VMM
includes: (1) virtio-net support to transmit and receive
packets using the virtual networking interface commonly
supported byOSes, (2)Byway routing for packets transmitted
from the VM which associates a service with a queue of
packets to transmit and the semaphore used to activate the
NF thread, and (3) VMAPIC/timer and idle traps that enable
yielding from the VM to other NFs/VMs.

4.4 Network Driver Component

We use DPDK [32] running in the user-level network compo-
nent as thedriver to communicatewith theNIC.Weattempt to
minimize modi�cations to core DPDK code, treat it as a naive
device driver, and buildByway-speci�c logic and demultiplex-
ing on top. DPDK is layered in BywayOS so that it could be
replacedwithveri�ed [55]or simplerdrivers [14].We focuson
the early demultiplexing of packets to Byways [70] to immedi-
ately con�ne all processing of those packets to their Byways.
The network component includes a separate thread for

receiving packets. After DPDK receive queues are emptied,
it yields to other (VM and/or NF) execution, thus e�ectively
sharing the core. The network component’s path for receiving
from NIC queues is optimized for only that purpose. Given
the narrow objectives of the NIC receiving logic, we execute
it only on a single core. Similar to the VMM, the network
component’s receive path associates each packet with a
Byway, enqueues it into a Byway queue, and activates the
associated (VMM/NF) thread.
As discussed in §4.2, the copying of packets is performed

by the NF/VMM threads when they IPC to receive packets.

The NF/VMM threads that use IPC to transmit packets
directly program transmit NIC queues on the thread’s core.

5 BywayOS Evaluation

Experimental setup.The testbedof all the evaluations is two
dual-socket Dell R740 servers with Intel(R) Xeon(R) Platinum
8160 CPUs running at 2.10GHz with 128GB RAM. Hyper-
threadingandturbo-boostingaredisabledandweuseonlyone
socket for experiments to reduce result variability. The two
systems are directly connected by two Intel E810 100G NICs
without going through a switch. One of the systems is used
as the server side running BywayOS or vanilla Ubuntu server
20.04 LTS, the other one which also runs the same Ubuntu
server 20.04 LTS is used as the client to generate load. All the
virtual machines in either BywayOS or Ubuntu host run the
same Linux kernel 5.15.107 with a busybox user level envi-
ronment equippedwithmemcached version 1.6.15, and nginx
version 1.19.We use QEMU emulator version 4.2.1, VPP 22.02,
nDPI 4.6, and the Linux kernel NIC ICE driver version 1.7.16.
Each VM is allocated one vCPU and 300MB RAM. The

client benchmarking tools, we use are: the closed-loop
memtier_benchmark [44] for all the memcached results; we
use two client threads for each VM with the other settings
being default (including a data size of 32B, and a get:set ratio
10:1); and the version of wrk2 [79] that allows open-loop
testing [23] for the nginx http server results. BywayOS uses
DPDK v21.11 with necessary modi�cations in order to run
it in BywayOS. We only rely on DPDK’s functionality for
packet reception and transmission, thus most of the library
is not leveraged.
The systems we compare are:

Bare-metal Linux (labeled “process-baseline”) which
executes the services (memcached or nginx) directly as a
process. This is a baseline with no NF and no multi-tenancy.

NFQUEUE enablesNFs to execute in processes, interposed
on tra�c to VMs. We study both NoOp NF in which we
use only a NF with pass-through (no-operation) logic
to assess system overhead, and practical NFs. We use
libnetfilter-queue1 1.0.5.

VPP which enables NFs to have direct access to both the
network (through DPDK), and the VM’s memory. NFs
execute as function calls from in the VPP runtime process
– we use SR-IOV to enable a separate VPP runtime per VM.
We use VPP 22.02 due to incompatibility between newer
versions and our NIC.

BywayOS with both no NF (NoNF) Byways and with
per-service NoOp NF Byways. These enable strong and
con�gurable isolation between VMs and between NFs.

We also evaluated various other systems, but found they
had worse performance and isolation properties:
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Figure 5:memcached Performance

Containers. We found that containers set up to use host
networking (i.e.,where all services share a port namespace)
perform slightly lower than Linux processes (within 5%, in
general), and that containers using host bridging (requiring
packet encapsulation [85]) express performance between
60% - 70% of Linux processes. Given the weaker isolation
properties compared to VMs due to the shared kernel, we
omit these results. Note that VPP is a common plugin in
Kubernetes’ [36]CNI [9] layer, for example throughCalico [6].
While we don’t compare against container infrastructures,
we do compare against key systems that underlie them and
to bare-metal Linux that out-performs them.

VMs.We evaluate VMswithout NFs using virtio-net [75]
for network communication (both virtio-host and
virtio-user). These approaches could enable QEMU-based
NFs, but they achieve less than 40% the throughput of Linux
processes. We don’t evaluate these further as VPP provides
network performance that is stronger than both virtio

approaches,while providing an infrastructure for NF execution.

eBPF. XDP [30] hooks for eBPF programs enabling process-
ing on packets as soon as the networking device driver is done
with them. As eBPF programs require enhanced trust (§2.2)
(i.e., essentially root) and don’t support legacy code, we don’t
focus on them. A conventional means of safely processing on
packets in user-level is to use eBPF to pass packets via queues
(via netlink [46]) to user-level programs (i.e.,NFs) for pro-
cessing. As these approaches are structurally identical to, and
have comparable performance to NFQUEUE, we evaluate it.

Servicemesh infrastructures.We also evaluated service
mesh technologies including Envoy [15]. We found their
performance to be consistently less than NFQUEUE. As they
share many of the same isolation properties, we restrict our
evaluation to NFQUEUE.

5.1 Performance

To study the network service performance of the systems, we
measure throughput and latency separately for memcached
and nginx. We focus �rst on a single core, with all services
(NFs,VMs, and systemservices) sharinga single core.Thenwe
will consider scalability of the systems onmultiple cores with

multiple VMs and NFs. We evaluate all of the systems, and in-
clude both settings that use NFs, and those that don’t provide
NFs – namely, the process-baseline, and a direct network By-
way. All systems that use NFs use NoOpNFs that simply pass
the packet onward without processing. As such, these results
focus on the system overheads for the di�erent approaches.

memcached performance. Figure 5 (a) and (b) depict the
memcached results for throughput and99thpercentile latency
with an increasing concurrency of requests. At their highest
throughput, the bare-metal Linux memcached process can
perform up to 79.9K TPS with close to 1.5ms p99 latency;
similarly, the VPP system achieves comparable throughput
with 2.9ms p99 latency; NFQUEUE has signi�cant overhead,
and can only achieve 15.5K TPS and a 5.5ms p99 latency; and
BywayOSwith a NoOp NF achieves 99.7K TPS with 0.93ms,
and around 107.8K TPS with 0.75ms with no NF. At lower
concurrency levels (less than eight concurrent connections),
the BywayOS systems have lower throughput than Linux
processes, likely due to di�erences in batching. Similarly, at
concurrency of 32, VPP drastically increases in throughput.
Figure 5(c) shows the scalability of the system with an

increasing number of cores. We run one VM and NF per core,
thus also scale the tenants. Each tenant VM gets requests
from its own client workload generator with concurrency
64. At eight cores, the Linux process approach achieves 638K
TPS with a 3.43ms p99 latency, VPP achieves 563K TPS with
11.64ms p99 latency, NFQUEUE achieves 169K TPS with
13.58ms p99 latency, and the BywayOS approaches achieve
709K TPS with 2.32ms p99 latency.

Discussion.Of the approaches that include NF processing,
BywayOSmaintains the highest throughput, with the lowest
p99 latency at all concurrency levels. Even compared against
bare-metal Linux processes with no NFs, the throughput of
BywayOS is competitive for lower concurrency levels, and
stronger for higher levels. This is quite surprising: both sys-
tems are running full Linux networking stacks in the VMs,
that should have similar performance, but BywayOS also
has the overheads of the VMM, NF, and DPDK. This is due
to the periodic polling and more e�cient batched network
processing component that avoids the overhead of frequent
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Figure 6: nginx Performance: Goodput and Latency (a, b), Scalability (c, d)

interrupts seen in the Linux baseline. This also results inmore
packets processed per-virtual interrupt in the VM.
Both BywayOS and VPP see a higher increase in through-

putwith larger concurrency compared to the process baseline.
This is because they both take advantage of batching,
which performs better with larger sets of active packets
for processing. Byways still performs strongly at lower
concurrencies due to its strictly time-bounded batching.
NFQUEUE has low throughput as the frequent Linux IPC

to the NF through the host’s networking stack imposes sig-
ni�cant overhead – both in control costs, and data-copying.
However, NFQUEUE does provide the VM with much
stronger isolation from NFs than VPP, so this gives a proxy
for the costs of NF isolation in existing systems. Overall,
BywayOS provides the strongest isolation, with 6.4x and
1.25x the throughput of NFQUEUE and VPP on a single core,
and reduces tail latency by 68% to 83%.

nginx performance.We evaluate a web service provided by
nginx to understand how the systems react under open-loop
workloads (i.e.,where requests can outpace systems’ ability
to reply), and varying payload sizes. Figure 6a and Figure 6b
depict the p99 latency and goodput response for each system
with an increasing workload request rate with a tenant
executing on a single core while serving a 1KB and 1MBweb-
page. As the workload increases, each systemmaintains low
latency until the system saturates, and the latency “spikes”.
For 1KB page sizes, the host Linux nginx HTTP server

saturates at 32.2K TPS. NFQUEUE and VPP with NoOp NF
achieve a goodput of 16.7K TPS and 37.3K TPS, respectively.
BywayOS is able to achieve a goodput of 49K and 48.7K TPS
withnoNFandwithaNoOpNF, respectively.At lower request
rates where the systems have spare processing capacity (6K
req/sec), BywayOSwith NoOp NF has p99 latency of 0.31ms,
compared to 24.29ms for NFQUEUE and 3.56ms for VPP.
Similarly, for 1MB page sizes, the Linux process system

saturates at 1709 TPS, while NFQUEUE and VPP achieve
41 TPS and 473 TPS. BywayOS achieves 717 and 683 TPS,
with no NF and a NoOp NF, respectively. At lower request
rates where the systems have spare processing capacity
(10 req/sec), BywayOS with NoOp NF has p99 latency of
132.35ms, VPP has 368.89ms, and NFQUEUE has 2370ms.
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Figure 7: nginx (1KB Page Size) performance under various

scheduling quantum

Figure 6c and Figure 6d show the maximum throughput
of each systemwith an increasing number of cores and ten-
ants for 1KB and 1MBwebpages. For 1KB page sizes, all sys-
tems scale linearly. At eight cores, BywayOSwith NoOp NFs
achieve 558KgoodputwhileVPP andNFQUEUEachieve 260K
and 117K, respectively. All systems scale linearly for 1MBpay-
loadswith the exception of the Linux process approachwhich
levels o� at �ve cores.At eight cores,BywayOSwithNoOpNF
achieves 4.7K requests, which is slightly lower than the host
Linux at 5.4K,whileNFQUEUEandVPPachieve 0.3Kand2.7K.

Discussion. For 1KB webpages, BywayOS is able to achieve
signi�cantlyhigher goodput than theother approaches–with
NoOP NF performance increasing by 1.3x and 2.9x compared
to VPP and NFQUEUE, and even outperforming the process
baseline (with no NF) by 1.5x. The open-loop workload gener-
ates high concurrencies that bene�t from our system’s time-
limited batching. Similarly VPP’s batching enables it to out-
perform the Linux process approach in some cases. However,
BywayOS also provides low latency–reducing p99 latency at
low load by 78x and 11x compared to NFQUEUE and VPP. For
1MB payloads, the additional packet copies of all approaches
that support NFs slow them down relative to the Linux pro-
cess baseline. Of the approaches that support NFs, BywayOS
demonstrates more than 16.6x and 1.4x higher goodput on a
single core than NFQUEUE and VPP. Further, at eight cores
(past when the Linux baseline hits a scaling bottleneck), By-
wayOSwith a NoOp NF demonstrates goodput within 13% of
Linux with no NF.
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Page Size
Goodput (reqs/sec) Performance

Degradation (%)
Optimized

Copying

Emulated

NFQUEUE

Copying

1KB 75,611 63,258 16%

1MB 667 479 28%

Table 4: nginx performance under varying memory copy

strategies.

5.2 BywayOS Performance Properties

In this section, we study factors contributing to theBywayOS
performance. To more easily reason about the performance
properties in BywayOS, we keep the evaluation setup simple
and share a single core between a NF and VM. We use the
same nginx web server setup as §5.1 with a NoOp NF.

Time-bounded batching and scheduling impact.We�rst
evaluate how the time-bounded scheduling impacts perfor-
mance inBywayOS. Figure 7 shows the nginx p99 latency and
goodput serving 1KB web pages under a saturated open-loop
workloadwithan increasing schedulingquantumvalue. Small
quantum values more closely emulate the overheads of fre-
quent interrupts, while larger values decrease context switch
overheads, but can impair low-latency communication.When
the quantum is signi�cantly smaller than 300`s, the perfor-
mance degrades – with large p99 latency and low throughput.
For example, at 50`s, nginx maintains a goodput of 18K TPS
and a corresponding p99 latency of 23.82s, while at 300`s, ng-
inx achieves a goodput of 80K TPS and 2.75s p99 latency, out-
performing the 50`s setup by 4.4x in terms of goodput and by
8.6x in terms of p99 latency. With quantum larger than 300`s,
nginx performance gradually decreases. At 20000`s, the sys-
tem achieves a goodput of 59K TPS and 9.88s p99 latency,
which is adecreaseof 26% ingoodput, and259% forp99 latency
from 300`s. We use a quantum of 200` as we �nd it provides
strong performance across all applications and scenarios.

Data copies optimization impact. We then study how
BywayOS’s data-copy optimizations impact system perfor-
mance. Table 4 compares the nginx goodput with a saturating
workload between the default setting of BywayOS with
optimized data copying, and with 3 copies on the receiving
path and 3 copies on the transmitting path which emulates
the NFQUEUE data copying overhead. For 1KB web pages,
the additional copies cause a 16% overhead, while for 1MB
web pages, the overhead increases to 28%.

Discussion. Both the time-bounded scheduling optimiza-
tions and eliding packet copies contribute to the performance
gains in BywayOS. Context switching that is too frequent
(i.e.,with too small a quantum) causes signi�cant overheads.
In contrast, with a large quantum, performance decreases
due to longer TCP handshakes and ack latencies, but is com-
parably less impacted due to yielding within the VMM, NF,
and network components when there is no work to be done.
The evaluation also shows the necessity of eliding data copies
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Figure 8: NFOverheads

which cause both direct costs due to the copy operation, and
indirect costs as caches are increasingly used for copy bu�ers.
Even for workloads with small packet sizes, extra data copies
still cause a 16% slowdown, which increases to 28% for larger
packets.

5.3 Network Function Execution

We evaluate the systems that support executing NFs with
various network functions that vary in terms of required
permissions and per-packet execution overheads. We focus
on existing, legacy NFs and port the following to VPP,
NFQUEUE, and BywayOS. We port the following from
Open NetVM (ONVM) [82]: (1) a string matching payload
scan to detect and prevent speci�c attacks (payload_scan
in ONVM). (2) �rewall processing to control port and
IP access (firewall in ONVM), (3) AES encryption and
decryption of tra�c (aes_decript/aes_encrypt in ONVM),
and (4) nDPI [10] (version 4.6), a heavyweight library for
deep packet inspection. Figure 8 depicts nginx workloads
with these NFs interposed on the service processing path.
Figure 8a depicts the latency of HTTP requests at a request
rate of 1K/second (before system saturation), and Figure 8b
shows the maximum goodput for each NF.
Discussion. Consistent with previous results, NFQUEUE

achieves less throughput than the competing approaches.
However, its latency is often comparable to, or less than, VPP.
This is due to VPP’s batching that leads to higher throughput,
but increased packet latency as they are handled in chunks,
delaying driver interactionswith theNIC.BywayOS provides
signi�cantly higher throughput and lower latency for all NFs.

5.4 VM and NF Isolation Properties

In this section, we assess the impact of malicious or faulty
NFs on the VMs forwhich they process packets. Many attacks
are avoided by design due to NFs executing in a separate pro-
tection domain, with separate data channels, and restricted
access control. However, as discussed in §3.5, DoS attacks
(§2.1) – especially those on the CPU – require dynamic sched-
uling policies constrain their impact, thus we focus on their



Byways: High-Performance, Isolated Network Functions for Multi-Tenant Cloud Servers SoCC ’24, November 20–22, 2024, Redmond, WA, USA

NFQUEUE VPP BywayOS

VM

NIC

     IDS NF
1

2
X

Memcached

5 10
Time (s)

0
3
6
9

12

Th
ro

ug
hp

ut
 

(1
0k

 re
qs

/s
ec

)

Figure 9: Guaranteed packet delivery to memcached service.

The Byway continues to deliver packets despite NF failure

via path 1.
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Figure 10: memcached throughput when there is a failure in

nginx’s NF.With inter-Byway isolation, memcached and its NF

maintain throughput.

evaluation. Figure 9 and Figure 10 report the throughput for
memcached over time. They show a timeline with a system
executing normally up until the �fth second. At that point the
NF triggers amalicious behavior by going into an in�nite loop.

Figure 9 shows a systemwith a single memcached Byway
with a service with guaranteed packet delivery (i.e., for an
IDS). As such, when the NF fails, BywayOSmaintains high
throughput, while VPP and NFQUEUE su�er complete
service degradation. Even with a failing NF in BywayOS, due
to the inability of theNF tomodify packets and the guaranteed
delivery policy, the service carries on. The slight service
degradation experienced is due to processing contention on
the core, but the service maintains high throughput due to
BywayOS’s preemptive, proportional-share scheduling.
Figure 10 demonstrates that even for NFs that require

the ability to modify and �lter packets, services on separate
Bywaysmaintain strong isolation. Here, a Byway for nginx
has a NF that fails, and we only report the throughput for
a separate memcached Byway. As VPP NFs execute within
the same context as DPDK, this prevents all future network
processing. NFQUEUE, on the other hand enables separating
out services using iptables, so it maintains service for
memcached, actually increasing throughput for memcached
as nginx no longer contends for CPU time. BywayOS ensures
memcached service continuity, similarly increasing its
throughput as nginx core contention is removed. While both
NFQUEUE and BywayOSmaintain memcached availability,
Byways do so with over 4x the throughput.

VM +NFQUEUE VM + VPP BywayOS

VMM
QEMU: 5.13M BywayOS

VMM: 9KFirecracker: 51.7K

Network Device
Linux Ice

NIC: 106K

DPDK:

133K

DPDK*: 122K

BywayOS: 1.3K

Kernel/

System Services
Linux Kernel: 2.77M

Kernel*: 7.8K

Scheduler*: 1.9K

Virtualization Driver KVM: 45K
BywayOS driver:

0.9K

Total (LoC) 2.97M 2.99M 142.9K (20.9K)

Table 5: The Trusted Computing Base (TCB) of each system

for NF execution.We report Lines of Code (LoC) asmeasured

with tokei. The VMMs for NFQUEUE and VPP can be either

QEMU or Firecracker, so both lines are included, but the total

assumes Firecracker. Total LoC for BywayOS is “with DPDK

(without DPDK)”.

5.5 Complexity and Trusted Computing Base (TCB)

Table 5 depicts the various software packages that are part
of the TCB of each NF system. NFQUEUE and VPP depend on
the VMM (QEMU [57] or Firecracker [17]), the kernel KVM
driver, and the rest of the Linux kernel. VPP additionally
depends on DPDK for direct NIC access. The table reports the
Lines of Code (LoC) of each package as reported by tokei.
For DPDK, we exclude drivers for other devices, libraries

not used, example code and test code. For the Linux kernel,
we focus on code in the x86-64 architecture, and excludemost
device code, drivers, and �le systems not used on our system.
For QEMU, we focus on x86-64 architecture code and exclude
other platform code and test code. Recall that for VPP, the
NF itself has complete access to the VM as well (§5.4), so the
NF is part of the VM’s TCB.
For BywayOS, software that we use mostly unchanged is

marked with ∗: DPDK is minimally modi�ed (reported on the
BywayOS line), the core Composite kernel is unchanged, and
the scheduler is modi�ed to add preemptive, proportionate
scheduling. For DPDK, we remove the virtual networking
(virtio and vhost) code, as it isn’t used in BywayOS. All other
reported lines are Byway-speci�c code.

Discussion.While Lines of Code are not a perfect metric for
measuring software, they do convey some information about
softwarecomplexityandattacksurface.BywayOS reduces the
total lines of code in the trusted computing base by a factor of
20x compared to eitherVPPorNFQUEUE.Not only is theTCB
forprovidingVMandNFisolationsmall inBywayOS, it isbuilt
on the Composite `-kernel, which further isolates various
aspects of the system from each other (i.e., the scheduler and
DPDK are in separate protection domains in user-level), and
BywayOS carefully uses capabilities to tightly focusNFaccess
on only the desired access rights.

Vigor [81] found that only 3.5% of DPDK’s code is typically
executed for commonNFs, and only 18% of an Intel NIC driver.
This implies that the actual TCB is e�ectively smaller for
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simple uses of DPDK, or could be much smaller for veri�ed
NICs. We could signi�cantly shrink BywayOS TCB by using
the ixy driver which is less than 1K LoC [14], or veri�ed
networking device drivers [55]. Table 5 includes BywayOS’s
TCB without DPDK, 20.9K LoC, to serve as a basis for this,
a 142X reduction in TCB compared to VPP/NFQUEUE, while
o�ering stronger isolation properties.

6 BywayOSGenerality and Limitations

Generality ofByways.While our contributions in this paper
mainly focus on: (1) introducing the Byways abstraction for
running untrusted NFs in a multi-tenant environment on the
cloud, and (2) providing a existence-proof (the BywayOS) of
the Byways abstraction, demonstrating that it can both have
strong isolation properties and high performance, we believe
it is also possible to adapt Byways into existing systems.
Most of the Byways’ design and implementation tech-

niques are applicable in other systems. For example, its
intelligent scheduling canbe either added into theLinuxkernel
or integrated with newer user-level scheduling extension ar-
chitectures like the ghOSt [31]; the copying optimizations are
possible byoptimizing thepacket processingpathof theVMM
(e.g.,QEMU) and the Linux kernel; the Byway-aware network
drivers and VMMs could be added into a fast path of the Linux
kernel (e.g., with XDP [30]) and integrated into existing
VMMs; the Byway-speci�c constrained packet access rights

might be implemented with shared memory regions and
appropriate kernel extensions to provide appropriate access
control; and the constrainedNF execution environment through

capabilities can be emulated using system-call limiting
techniques with SELinux [40] extensions or seccomp [60].
Some other abstractions are not easy to emulate. By-

wayOS’s accounting of copies to NFs, and fast IPC are
challenging to replace in existing monolithic systems.
However, batching might mitigate the impacts of expensive
IPC. Certainly, a small TCB can only be achieved with a
smaller system such as BywayOS.

In short, we believe that many of Byways abstractions can
be added into existing systems, leveraging existing mecha-
nisms, thus generalizing the Byways beyond BywayOS.

Limitations and future work. The current BywayOS
implementation supports only one NF per Byway. For more
complex NF scenarios that require complex NF switching,
chaining and composition, BywayOS can be extended with
complementary solutions. First, BywayOS’ switching mech-
anisms in the network component and VMMs is simple, but
can be expanded to scalable and complex logic as in OVS [54]
and VFP [18]. Second, compositions of various NFs can be
compiled together into a single BywayOS NF component –
for example, connected via switching logic from OVS [54],
VFP [18], or via programmatic composition as inClick [35, 43].
This solution does not isolate NFs within composition from

each other, which is common inmost NF infrastructures. This
enables compositions of logical NFs to be implemented as a
BywayNF, while still providing strong isolation between the
NF compositions. Third, we can extend Byways to include
chains of isolated NFs as separate BywayOS components. To
maintain strong isolation, this requires additional inter-NF
copies that will impact performance. However, EdgeOS [59]
and EdgeRT [61] demonstrate that chains of isolated NFs
rely on copying while still achieving higher than expected
throughput. We believe that BywayOS is a strong foundation
to be extended into these more general directions.

7 Conclusions

This paper presents Byways, a new abstraction for multi-
tenant hosts to safely execute NFs e�ciently. Byways bind
a NF to a set of services, and prevent the NF from impacting
other services, even in the same VM. Byways are con�gured
with access privileges such that their NFs are only be able
to perform operations on tra�c that are appropriate for the
NF’s functionality. This tightly limits how NFs can impact
their VMs and services, constraining the negative side-e�ects
of errant or malicious NFs.
We implement Byways in BywayOS and demonstrate a

20X reduction in the number of lines of code containedwithin
its trusted computing base compared to existing approaches.
Despite this strong isolation, Byways achieve high perfor-
mance. A memcached service in a Byway VM can achieve
throughputs and p99 latencies often better than memcached
executing in Linuxwithout virtualization, and more than 4x
higher throughput than NFQUEUE that comes closest to pro-
viding strong NF isolation. For small webpages served with
nginx, Byways achieves nearly 3x higher throughput than
NFQUEUE, and is 30% faster thanVPP,which o�ers little fault
isolation. For eight VM/NF pairs running large webpages that
stress copying overheads, Byways can achieve throughput
within 13% of a native systemwith no network functions, and
1.7x to 15x better than NFs running in VPP and NFQUEUE.

Byways demonstrate that even in a VM infrastructure, per-
service paths serve as a useful �rst-class abstraction for iso-
lation and resource management. BywayOS demonstrates
that strong isolation does not have to come at the cost of
performance and can be mitigated with specialized and tar-
geted aggressive optimization. Correspondingly, we believe
that Byways can serve as the foundation for a new cloud
infrastructure enabled by multi-tenant NFs.
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