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Abstract

Networks increasingly incorporate complex functionality, going beyond simple forwarding. Packet flows require processing through a complex set of services, that may often be provided in the cloud or on commercial off the shelf (COTS) hardware. This paper investigates the problem of scheduling network functions in different service chains, on a single physical host. Stock operating system (OS) schedulers are ill-equipped to handle the strict performance required—high throughput AND low latency across multiple functions—by network function virtualization (NFV) platforms. Our experimental results show that the standard Linux scheduler can cause a 50% drop in throughput when subjected to diverse NFV workloads. We argue that the OS scheduler needs to be enhanced to be NFV-aware in order to handle service chains, while maintaining line-rate performance. We describe the challenges in designing a network function service chain friendly scheduler and present some early results based on our ongoing research in this area.

I. INTRODUCTION

Middleboxes have become a critical part of modern enterprise and data center networks, being used to improve security and performance. A 2011 study of network operators found that the number of middleboxes was on par with the number of layer-3 routers, illustrating the growing complexity of network data planes [9]. While Software Defined Networking (SDN) has provided new ways to manage the network control plane, it does not directly assist with managing the operational issues and performance of data plane middleboxes.

Because of the significant growth of middleboxes both in data centers and service provider networks, there is a need to improve how middlebox resources are managed to ensure that their performance is adequate. Concurrently, Network Function Virtualization (NFV) is a promising approach to run software middleboxes on commodity hardware, simplifying and lowering the cost of deployment. The ability to dynamically place the software-based functions as needed provides significant flexibility and enables scalability, while also reducing the need for complex network routing and maintaining low latency. For all its benefits, supporting NFV on COTS hardware does pose challenges: appropriately placing middleboxes and efficiently utilizing server resources while guaranteeing their performance needs becomes a major difficulty.

Network functions (NFs) are sensitive to both latency and packet drops since they are typically interposed between communicating hosts. While current NFV platforms are capable of servicing rates of 10Gbps or higher with very low latency [8, 3], the performance requirement is quite stringent: each 64 byte packet must be serviced within 67.2 ns. For computationally-intensive NFs, this can be a challenge using a single core. Many complex NFs must be assigned multiple cores so that incoming packets can be processed in parallel. On the other hand, some NFs only need to work on a small portion of flows, so they may need substantially less than the resources of a single core.

When provisioning multiple NFs on a single physical host, a typical approach is to simply overprovision each NF to ensure it can meet its performance requirements. In NFV platforms based on the popular Intel Data Plane Development Kit (DPDK), high performance is achieved by dedicating cores to each NF and having them poll for packets [4, 3]. Other approaches such as netmap use interrupts instead of polling to reduce their energy consumption, but the recommended approach is still to dedicate cores to NFs [8]. In both cases, resources are wasted when NFs see variable workloads and do not need entire CPU cores. Dedicating cores also places a severe limit on the total number of NFs that can be run per server, making such systems very inefficient for deploying a wide variety of NFs that each only need to process a small number of flows.

The situation is further complicated by the growing complexity of NF service chains. Network carriers and data center operators combine multiple NFs in complex topologies that chain several NFs to build an overall network service [11, 7, 12, 10]. While initially service chains were relatively simple, static combinations of NFs, they have grown in complexity. Dynamic service chains pose new challenges for resource and performance management since it becomes more difficult to predict what resources will be needed in advance. Workload fluctuations or events such as a Denial of Service attack might activate a different service chain path, causing substantial variability in NF resource requirements.

Managing the resource allocation and performance of systems in this complex network context is a unique and interesting problem compared to supporting general purpose tasks on a host or in data centers. Dependencies between heterogeneous NFs in a given service chain for a packet flow imply that a bottleneck in the chain can result in significant impact in terms of packet loss, lost throughput, inefficiency and undesirable user-
perceived latency. Needing to maintain low latency throughout the service chain, while continuing to process packets at line rate means throughput and latency both become important. The slack available for the operating system to do resource management and scheduling NF processing can be quite small.

In this paper we explore the factors that affect NF performance, and describe some of the resource management challenges they face. We measure and analyze a variety of interesting NF performance issues including:

- Poor CPU scheduling in Linux can lower throughput of NF chains by nearly 50% when loads are unbalanced.
- Inefficient NF placements that cause service chains to cross sockets can triple latency and reduce throughput by 60%.
- Depending on the computation costs of NFs, it can be more efficient to have a service chain share a CPU core rather than spread them across multiple cores, despite fewer resources being available.

II. NFV PLATFORM BACKGROUND

NFV platforms provide a runtime on which different NFs can be run simultaneously on the same host. The NFV platform manages all packet I/O and routes packets across different NFs present in the host according to pre-defined policies. Figure 1 shows an example platform architecture where an NF manager initially receives packets and then directs them to several NFs based on rules provided by an OpenFlow-based SDN Controller. An NFV Orchestrator instantiates new NFs across hosts as needed.

Our architecture is inspired by our prior work on NetVM [3], where network functions are packaged inside dedicated virtual machines (VM). In this paper, we run network functions as separate processes on the host OS, to facilitate studying their performance characteristics without the overhead caused by virtualization. When packets arrive at the NIC, the NF Manager uses DPDK’s zero-copy I/O to DMA packet data into a memory region shared with all NF processes. The manager then notifies the appropriate NF by copying a lightweight packet descriptor into a ring buffer shared with the NF. The NF reads the descriptor in the ring to determine the packet’s address in the shared memory region. After an NF processes the packet, it adds the descriptor to a second ring buffer shared with the NF Manager. The manager has a separate thread which checks this ring buffer and then either gives the packet to a different NF or sends it out the NIC depending on the flow table rules.

Polling-based NFV architectures such as those based on DPDK achieve high throughput at the expense of high resource utilization [4, 3, 7]. Interrupt-driven approaches such as netmap also can achieve line-rate packet processing, while using resources proportional to the incoming packet rate [8]. However, interrupt-driven approaches typically require large batch sizes, which can potentially hurt latency.

In our platform we consider a hybrid approach that combines polling and interrupt-driven processing. Polling is used by the NF Manager to retrieve packets from the NICs and to distribute them among NFs which can be either polling or interrupt-driven. This allows the system to easily scale to cases where the total incoming packet rate is very high, but a large number of NFs must be run, each potentially only serving a small fraction of the total rate.

Interrupt mode can be used by our NFs if it is desirable to reduce power consumption or to allow sharing of CPU resources. The interrupt driven mode uses batching rather than per-packet interrupts; an NF is only woken up once the number of packets in its arrival queue exceeds a threshold (128 packets in these experiments, but we expect to examine the appropriateness of the value of this threshold in the future). Similar to netmap [8], once an NF is active the NF Manager will not send any further interrupts, reducing communication overheads. Once an NF completely empties its queue, it will go back to sleep and wait for another interrupt.

Here we evaluate the resource utilization and throughput of both polling and interrupt based NFs. We use NFs with no computation cost, i.e., they receive a packet and then immediately send it back to the NF Manager. We measure the CPU utilization while adjusting the incoming packet rate.

A polling-based NF achieves the full line rate throughput of 10Gbps with 64 byte packets, however it also uses 100% of the CPU, regardless of the incoming packet rate. In contrast, the interrupt-driven NF is only able to achieve rates of up to 8 Gbps, but it uses the CPU in proportion to the incoming load. We expect that with further optimizations, our interrupt-driven mode will be able to achieve the full 10Gbps throughput; its relatively low CPU consumption even under full load suggests that it is unnecessarily sleeping when it should stay active to process soon-to-arrive packets.
Our experiments prove that NUMA overhead can have a substantial impact on NF performance, as shown in Figure 4. For this experiment, we run a single-threaded NF, and place it on either the same or a different socket than the NF Manager. The figure shows that a simple forwarding NF running in the same socket with the NF manager can achieve up to 10Gbps rate with 16.53 µs latency, but having the NF in the other socket only achieves 4.2Gbps and increases the latency to 47.91 µs. The obvious reason for the performance difference is the cache hit rate, which is 96% for the same socket case, and 17% for the different socket case since the NF cannot find packet data in the local socket’s cache and must perform slower remote memory accesses.

This illustrates the importance of an NF placement engine being aware of the underlying hardware characteristics, as well as the service chain topology.

**Service Chain Placement:** A service provider network may contain many different network functions ranging from forwarding entities like switches and routers to firewalls, proxies, caches, and policy engines. Flows have to be dynamically routed through these network functions to form a service chain, which could be dictated by a software-defined network (NSH) or network services headers (NSH). How NFs are placed, i.e., on the same host, on the same socket, or even on the same core, increases up to 4, which means a maximum of 4 cores are used, or at the other extreme, at most 4 NFs share a core. Surprisingly, when NFs simply forward packets without any computation cost, sharing a core (and thus its cache) achieves better throughput than pinning NFs to different cores, despite frequent context switches in the shared case. However when NFs run network applications that require processing, the power in the shared core case becomes insufficient, so packets are dropped in the service chain, resulting in lower throughput. Assigning NFs to separate cores helps a lot to support the required processing.

Our results suggest that knowing the type of computation performed by different NFs is very important in order to maximize the hardware resource usage and in turn, performance.

**IV. NF Scheduling**

One of the key features of server virtualization has been the ability to multiplex a single host, and even a single core, for multiple virtual machines while still offering strong isolation. This fine-grained resource sharing is what enabled cloud computing. Network Function Virtualization can similarly benefit from resource sharing, but many existing systems explicitly avoid that in order to maximize performance. Here we study the performance impact of sharing CPU cores, as well as the limitations of current schedulers when running NFs with diverse requirements.

Previous studies of interrupt-driven NFV frameworks have focused on maximizing performance, and thus they do not consider the case where several NFs share a CPU. We have found that the standard linux scheduler, completely fair scheduler (CFS), can perform quite poorly in this scenario since it focuses on fairness.

To evaluate how computation cost affects performance, we consider a service chain of three NFs all sharing one CPU core. We have found that the standard linux scheduler, completely fair scheduler (CFS), can perform quite poorly in this scenario since it focuses on fairness.

To evaluate how computation cost affects performance, we consider a service chain of three NFs all sharing one CPU core. The first and last NF in the chain have a computation cost of about 77 nanoseconds. We vary the computation cost of the middle NF and measure the maximum throughput before packets start to be dropped.
To achieve the best performance, NFV platforms need to be able to solve two problems: 1) where to place the NFs in a data center—a global optimization problem, and 2) how to efficiently schedule the NFs running inside a single host. We find that prior work has focused on solving the former problem but not the latter. Inefficient scheduling can lead to poor throughput/latency on a single host, that in turn can negate the positive effect achieved through efficient placement of NFs across the data center.

**OS needs to be NFV-aware.** For effective scheduling of NFs in a single host, NFV platforms need to be aware of both the underlying hardware (number of sockets, NUMA domains, etc.) and the service chain topology. The scheduling problems will become harder with long dynamic chains. The OS needs an NFV-aware scheduler, that is cognizant of the SLAs of each NF. We believe that exposing certain NF state, such as an NF’s queue length, chain length, etc., to the kernel scheduler would enable it to schedule NFs in a way that improves throughput and latency, while maximizing system utilization.

**Performance isolation with service chains.** NFV platforms are multi-tenant by nature, as they run NFs from different vendors on shared hardware. Each vendor has a chain of NFs whose computational costs could vary dramatically depending on network traffic, time of day, etc. Hence, performance isolation is paramount on over-provisioned hardware to ensure NFs (and hence NF service chains) from different vendors get their fair share of system resources when needed. We are currently investigating three potential solutions for this problem: lightweight VMs [5], Docker container-based isolation, and library OS architectures [1].
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