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ABSTRACT
This analysis provides a preliminary exploration of the potential
use of Generative AI (GenAI) by evaluating the summarization
ability of what we consider to be some of the most popular GenAI
models during May 2024. The models chosen were ChatGPT-4o,
Google Gemini, Microsoft Copilot, and Claude 3 Sonnet. We as-
sessed this ability by providing the models with a link or pdf to 5
undergraduate KDD submissions from 2023 with the prompt “Con-
cisely summarize this paper in no more than 3 paragraphs”. This
process was performed 3 times per model. Their performance was
assessed in four different categories: brevity, accuracy, readability,
and content relevance. Although none of the models obtained per-
fect scores, we determined that ChatGPT-4o performed the best
overall. The model produced three-paragraph summaries contain-
ing no irrelevant content and, on a scale from 0 to 5, it had an
average accuracy of 3.05 and an average readability of 4.98. We
therefore concluded that, with further advancements, GenAI will
likely be able to provide high-quality summaries of research papers.
This has the potential to aid in optimizing the literature review pro-
cess since such summaries may allow researchers to more quickly
understand the contents of different papers. Additionally, we hy-
pothesize that future GenAI models may become advanced enough
to simulate conversations regarding papers that would normally
require the author, which would benefit both the research process
and the development of GenAI models. The full data for this analy-
sis can be found at:
https://github.com/jsherwood00/KDD2024-SAWS.git.

∗The four undergraduate students are the primary authors and contributed equally to
this research. Professor Xiaodong Qu served as the research advisor and mentor.
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1 INTRODUCTION
Generative AI (GenAI) has become popular since the release of
ChatGPT in late 2022. In broad terms, it refers to models that ac-
cept an input and output a response based on a vast amount of
training data. This output is nondeterministic, meaning the same
input may produce different outputs with different trials. The con-
tent of the response varies according to the algorithm used. Some
algorithms, such as General Adversarial Networks (GANs)[12] and
diffusion models[4] are used to generate images from text descrip-
tions. Others, such as Recurrent Neural Networks (RNNs)[13] and
Transformers[35] are used to accomplish state-of-the-art text gen-
eration.

Large Language Models (LLMs), such as GPT-3.5, are a group of
recently developed GenAI algorithms and have been generally suc-
cessful at generating human-like responses to any readable prompt
provided, within the size and data type limits of the specific model.
However, the accuracy can vary greatly, with models sometimes
providing inaccurate information in responses[3] and when citing
works[45]. LLMs are trained using a version of the transformer
model presented by Vaswani et al[35] in 2017 and require vast
amounts of data. They also make use of existing techniques, such as
comparing produced output to expected output by allowing users
to like or dislike the response in order to constantly improve the
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model. This along with pre-training on a large dataset of text al-
lows them to better recognize language patterns and semantics and
produce better outputs. This skill can be applied to many different
tasks, one of which is summarizing the content of an input.

By reading the abstract, conclusion, or a summary provided
by the author, readers can quickly understand the main points
of a paper. This could potentially be improved by GenAI. Instead
of only providing a summary of the paper, as done by authors,
models may eventually be able to simulate a conversation with the
author about their paper while explaining confusing concepts. This
could prove useful to other authors, students, and members of the
scientific community, especially considering the drastic increase in
the number of research papers in recent years[17, 18]. The first step
in achieving this is evaluating models on their ability to provide an
adequate summary of research papers.

Achieving this goal presents some problems because some loss
in representing a paper’s ideas is inevitable. Different fields of work
and areas of research may demand different details. As a result,
training a GenAI model to perform a summarization task well such
that all authors and readers generally agree with the evaluation of
the summary provided by the model may prove difficult. In addi-
tion, determining objective evaluation criteria for what a summary
should include is difficult because summary quality is subjective.
Previous research provides some guidelines to resolve this, which
will be further discussed in the related work section.

1.1 Research Questions
The goal of this analysis is to address whether GenAI can effectively
summarize undergraduate data science research papers, focusing
on the following questions:

(1) What criteria should be used to evaluate the performance of
GenAI models in summarizing academic research papers?

(2) How do the summarization performances of ChatGPT-4,
Google Gemini, Microsoft Copilot, and Claude 3 Sonnet com-
pare? In which specific areas does each model excel or need
improvement?

(3) What are the broader implications of using GenAI models
for summarizing research papers on data collection and the
field of data science?

2 RELATEDWORK
2.1 Literature Review
Previous research has extensively surveyed the topic of large lan-
guage models. Notable examples include Zhao et al.’s comprehen-
sive survey on large language models, and Chang et al.’s detailed
evaluation of these models [6, 14, 44]. Additionally, there is a grow-
ing body of work focusing on the application of large language
models in specific domains, such as education, healthcare, music,
and coding[5, 11, 28, 37, 40].

Chang et al.’s work[6] is particularly relevant to the content of
this analysis due to the detailed exploration of how to evaluate
GenAI model performance. The paper discusses the various ap-
plications of GenAI including summarization, identifies possible
evaluation benchmarks, and provides two methods for evaluating

GenAI model quality. The first is automatic evaluation, which in-
volves the use of standard metrics and evaluation tools to determine
the accuracy, calibrations, fairness, and robustness of a model’s per-
formance. They define accuracy as "how correct a model is on a
given task", calibration as "the degree of agreement between the
confidence level of the model output and the actual prediction ac-
curacy", fairness as bias against different groups, and robustness
as success rate "in the face of various challenging inputs"[6]. The
second approach to evaluation is human evaluation, which is noted
to sometimes have high variance and instability, but is more reliable
when evaluating open-generation tasks since humans can provide
qualitative analyses that are more useful than simple statistics. No
paper summarization task is included in its list of existing LLM eval-
uation benchmarks, suggesting the need for research in this area,
especially since the paper’s summary of current LLM weaknesses
includes information fabrication.

2.2 Generative AI in Research Settings
There have been several papers that mention the potential use of
generative AI for research, writing, or data analytics[7, 33, 34]. They
note the potential use of GenAI as a writing aid due to its ability
to generate or correct text input. They also propose that it could
serve as a guide, providing students with relevant research papers
and organizing relevant data for easy reference. Despite identifying
the potential of GenAI, there exists a gap in the existing literature
when it comes to experiments that test the limits of such potential.
In addition, most papers concentrated on the various iterations of
ChatGPT, and few studies compared performance between different
GenAI models.

2.3 Automatic Text Summarization
The focus of this analysis is automatic text summarization which
is defined as "the task of producing a concise and fluent summary
while preserving key information content and overall meaning"[2].
Initial research in the 1950s focused on using the most popular
words and phrases in scientific papers to provide a summary[2].
Popularmodern approaches can be classified into two categories: ab-
stractive and extractive. The extractive approach chooses sentences
from the input, whereas the abstractive is not limited to sentences
from the input. Because of this, the abstractive approach has more
output possibilities but is generally more complex to implement[36].
For abstractive summaries, guidelines suggest evaluating based on
several factors, including only having content discussed in the in-
put document, covering the most significant information in the
input document, minimizing redundant information, and having
coherent text, as per [15]. Recent research uses various machine
learning approaches and focuses on these criteria.

3 METHODS
The results of this analysis are based on the performance of four
GenAI models: ChatGPT-4o, Google Gemini, Copilot, and Claude 3
Sonnet. The summarizing capabilities of each model were tested on
five undergraduate papers accepted at the KDD 2023 Undergraduate
Consortium[8, 10, 26, 27, 38]. When selecting our papers from this
conference, we used two criteria:
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Rating Accuracy Readability
0 Contains less than 10% of significant points Incoherent/Repetitive, poor writing or language
1 Covers between 10% and 24% of significant points in the paper Difficult to follow, many confusing or unclear sentences
2 Covers between 25% and 49% of significant points in the paper Somewhat difficult to follow, requires more effort to

understand main points
3 Covers between 50% and 74% of significant points in the paper Generally clear, may contain complex or convoluted sentence
4 Covers between 75% and 99% of significant points in the paper Summarizes information logically with few confusing/unclear

sentences
5 Covers 100% of significant points in the paper Clear and concise in wording and content, could be easily

understood by someone with understanding in the field
**If the model’s response was greater than 3 paragraphs or provided incorrect information, the response was rated as 0 in all categories.

Table 1: Rating system

Model Average Word Count Average Accuracy Average Readability Average Relevant Content

ChatGPT-4o 278.4 3.05 (.67) 4.98 (.13) 1
Google Gemini 85.13 1.43 (.74) 4.98 (.13) 1
Claude 3 Sonnet 309.53 2.1 (1.55) 3.25 (2.08) .73
Microsoft Copilot 188.47 2.1 (.92) 4.18 (.93) 1

Table 2: Model Breakdown of Average Ratings

• Diversity: We selected 5 papers that discussed different
topics but were all within the realm of data science. This was
done to examine whether the models could create summaries
of similar quality over a variety of topics.

• Quality and Recent Publication: To ensure both quality
and recency, we only selected papers from the 2023 KDD
Undergraduate Consortium. These papers were reviewed
and accepted by the consortium, guaranteeing their quality
and rigor.

To determine the quality of the model’s response, we each read
every article and worked together to identify significant points we
thought the article’s authors would want in a summary. The same
set of significant points was evaluated by each of our undergraduate
authors. Paper [27] had 10 significant points, paper [10] had 9,
paper [26] had 6, paper [38] had 12, and paper [8] had 5. The list of
significant points can be found in our GitHub repository.

We prompted each model: "Concisely summarize this paper in
no more than 3 paragraphs". This prompt was designed to enable
the GenAI models’ response variability by including only 2 require-
ments. For ChatGPT-4o and Claude 3 Sonnet, we provided a PDF
of the article by uploading it. Gemini and Copilot did not have this
capability, therefore we instead provided them with a link to the
PDF.

We evaluated their performance in four categories: brevity, ac-
curacy, readability, and relevant content. Brevity was measured
in word count. Microsoft Copilot included a source list for their
summaries when copied, but as this was not explicitly shown in
the summaries on the Copilot website[1], this did not contribute
to the word count. Accuracy and readability were rated along the
six-point scales outlined in Table 1.

For relevant content, papers received either a rating of 0 or 1. A
rating of 0 indicated the existence of any irrelevant information in

the summary, while a rating of 1 indicated that the summary was
completely on topic. Responses that solely consisted of irrelevant
information or were not summaries were excluded, and the trial
was restarted to maintain an equal number of responses per model.

Misinformation was distinguished from irrelevant information,
with misinformation being defined as misrepresenting a point in
the paper resulting in a 0 for all categories, as described in Table 1.

The models were prompted to summarize each of the 5 papers
3 times, resulting in 15 summaries per model. The reviewers then
rated each summary privately to ensure no bias occurred in the
rating process. In total, 5 papers x 3 summaries per paper x 4 review-
ers per summary = 60 ratings collected for each model’s accuracy,
readability, and relevant content.

4 RESULTS
The results provide a quantifiable comparison between the perfor-
mance of four popular GenAI models: ChatGPT-4o, Google Gemini,
Claude 3 Sonnet, and Microsoft Copilot. Table 2 presents the aver-
age word count of each model’s summaries, as well as the average
rating they were given based on accuracy, readability, and rele-
vant content. Standard deviation was included for accuracy and
readability.

4.1 Word Count
ChatGPT produced summaries with an average word count of 278.4
words. The longest summary generated had a length of 322 words
while the shortest was 246 words. The Google Gemini summaries
averaged 85.13 words, with the longest summary containing 106
words. Microsoft Copilot generated summaries averaging 188.47
words, and the largest summary it generated was 230 words. Claude
3 Sonnet’s summaries had the largest word count, at 309.53. How-
ever, this was caused by an outlier summary that ignored the given
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Figure 1: Total Accuracy Ratings by Model

prompt and produced a 1,346-word response. This outlier raised
the average word count by 74.03 words.

4.2 Relevant Content
Claude 3 Sonnet was the only model to produce false or irrelevant
information within the included trials. This is reflected in its av-
erage relevant content rating. While other models were rated to
have relevant content every time and therefore had an average of
1, Claude 3 Sonnet had an average of .73, indicating that it only
produced a relevant and misinformation-free summary of the input
article 73% of the time.

4.3 Accuracy
ChatGPT-4o ranked first for accuracy with an average rating of 3.05
(sd=.67). The highest rating it received was 4 while the lowest was 1.
Both Claude 3 Sonnet and Copilot had an average accuracy rating
of 2.1 (sd=1.55, .92, respectively). Claude 3 Sonnet had ratings rang-
ing from 0 to 4 while Copilot had ratings from 1 to 4. Additionally,
Google Gemini had the lowest average accuracy rating, receiving a
range of ratings from 0 to 2 which resulted in an average rating of
just 1.43 (sd=.74). However, because it took several trials to produce
a response that included a summary from Copilot, we gave it an
overall rank of 4th in accuracy. Claude 3 Sonnet’s accuracy rating
was affected by the 0s it received as a result of failures regarding
correctness and summary length. For example, for all trials for
paper[26], it produced an incorrect number describing the size of a
dataset the paper created. It is worth noting that while no model

achieved a perfect rating, there were multiple instances of models
only missing one of the significant points that we created. For ex-
ample, all reviewers found 8 of 9 significant points were mentioned
in ChatGPT-4o’s second and third responses for paper[10].

4.4 Readability
Summaries produced by ChatGPT-4o and Google Gemini were
rated as the most readable with both models receiving an average
readability rating of 4.98 (sd=.13, .13). The ratings had little variation,
with each receiving a rating of 4 only once while the remainder of
the trials resulted in ratings of 5. Copilot received a lower average
rating of 4.18 (sd=.93). The lowest readability rating it received
was a 2 while the highest was a 5. Claude 3 Sonnet had the lowest
average readability rating at 3.25 (sd=2.08). Its score was affected
by the 0s it received as a result of incorrect information and format
in the summaries.

5 DISCUSSION
5.1 Evaluation Criteria
As detailed by Chang et al., there are two common ways to eval-
uate the performance of GenAI models: automatic and human
evaluation[6]. We used the human evaluation approach for this
analysis, relying on a standardized evaluation rubric to quantita-
tively represent the qualitative results of the human evaluation.
While this led to more variation and subjectivity in the resulting
metrics, the averages generally reflected our perceptions of each
model’s performance.
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The criteria used in this evaluation were not entirely novel. Previ-
ous research has measured the accuracy and correctness of GenAI
or stated that they would be important to measure[6, 44]. The
readability of responses, while not explicitly measured, was also
a recurring theme in evaluative papers. Our analysis introduced
another criterion, word count, which we found to be informative
for results.

For example, though Google Gemini was found to be highly
readable, it was also highly inaccurate. When defining accuracy as
the percentage of significant points covered, a low word count with
the same accuracy is more impressive. However, when the most
accurate model has a higher word count, it could indicate the need
for longer responses from the lower-performing models. Overall,
we found that these criteria, while important, could not individually
indicate the performance of a GenAI model. Rather, they are best
understood in the context of the other qualitative and quantitative
analyses that are conducted during a performance evaluation.

5.2 Model Comparison
• ChatGPT-4o: This model developed by OpenAI consistently
showed the highest accuracy, with an average rating of 3.05.
It also had a similar word count to Claude 3 Sonnet: with on
average, a 31-word difference. This means that ChatGPT-4o
was the best at summarizing the significant points from the
different papers. While it had good performance, it was not
perfect, as there were instances where it could have included
more information and detail to raise its accuracy.

• Google Gemini: Google’s GenAImodel produced the shortest
results with an average word count of 85.13 and with one
paragraph in every trial for 4 of the 5 papers. The last paper
had 2 paragraphs for each trial. While the responses were
concise, they failed to go in-depth into the significant points
of the paper, resulting in an average accuracy score of 1.43.
However, it was rated as the most readable model. This calls
to point out that the most readable AI responses may not be
the most accurate, as the small summary may suggest less
significant points covered. Areas of improvement include
distinguishing between significant and insignificant content
and providing more information in responses. Additionally,
Gemini showed low variability in response content, with 4
of the 5 papers having the same response for each trial, and
the 5th having only slightly different trials. Better evaluating
randomness in Gemini response may benefit Google’s model,
as GenAI is supposed to be able to consistently generate a
variety of outputs for the same input, which is not observed
for Gemini.

• Claude 3 Sonnet: The AI model developed by Anthropic
produces an accuracy rating of 2.1. It was also the only AI
model to provide incorrect/wrong information, specifically
when testing paper [26], which impacted its average score.
Claude 3 Sonnet exhibited the greatest average word count
at 309.53 words per response. For trial 2 on paper [38], the
model gave an incoherent 1,346-word response, which was
included in the average. This shows us that even when an AI
model produces the most words in a response, they may not
necessarily be significant to mention or even relevant to the

paper. This model needs to better prevent the inclusion of
both irrelevant and confusing information in its responses.
For example, responses often included confusing annotations
about paragraph numbers, such as </Paragraph 2>. Some
form of this was found in 12 of the 15 responses evaluated.
Also, adding quotes to parts of its response, as observed
in trials 1 and 3 on paper [38] made these responses more
difficult to read.

• Microsoft Copilot: Microsoft’s AI model demonstrated mod-
erate performance, with an average accuracy rating of 2.1
and an average word count of 188.46. As shown in Figure
2, it is in the middle of the graph, which shows its balanced
performance across readability and word count. It tended
to miss significant points, which may limit its validity for
in-depth literature review and understanding. Copilot also
repeatedly included confusing citations and phrases. It cited
in a nonsensical way, often referencing the wrong source.
In some cases, the model was able to generate proper re-
sponses, but in others, the model generated a message along
the lines of "Unfortunately, I am unable to directly access
external websites or download files"[1]. These were not in-
cluded in responses as they did not include any summary
of the paper, unlike Claude’s outlier. Because each of the
authors experienced this during data collection, if the re-
sponses were included the accuracy would be at least halved,
causing Copilot to rank 4th in accuracy among the 4 models
tested. However, further evaluation is needed to determine
the extent of this issue.

Based on the results of this analysis, we recommend evaluating
GenAI models by prioritizing accuracy and relevant content over
brevity and readability. While brevity and readability are important
for a summary, accuracy and relevant content determine its valid-
ity. Readability is also a completely subjective criterion, making it
difficult to quantify.

5.3 Limitations
The results of this analysis provide only a preliminary evaluation
of GenAI’s capacity to aid in the literature review process due to
several limiting factors. The two most prominent are finances and
time. Due to a lack of funding, we were unable to conduct our
experiment on the paid versions of these GenAI models, so our
results are only indicative of the performance of the free versions.
As of May 2024, the free versions of ChatGPT-4o and Claude 3
Sonnet limit the number of prompts per user. We also lacked the
time to conduct a more extensive experiment. Given more time and
greater finances, we could have analyzed potential barriers to entry
provided by the paid models while comparing their summaries to
those of their free counterparts.

As mentioned in section 3, trials that resulted in responses com-
pletely irrelevant to the paper were excluded from this experiment.
The only model to be impacted by this was Copilot.

In designing the evaluative assessment, we faced challenges due
to the need for unanimity, as defining a good summary is subjective.
For example, we disagreed on whether model responses needed to
include specific statistical differences [10], which highlighted the
model’s improvement over the baseline. Ultimately, we decided not



KDD-UC ’24, August 25–29, 2024, Barcelona, Spain Saunders, Aleisa, Wield, Sherwood, andQu

Figure 2: Average Data for Each Model

to include the statistic as a required significant point, and this choice
affected the accuracy ratings of all models except Claude 3 Sonnet.
A single evaluation rubric led to data loss, as it couldn’t fully capture
our differing opinions. Similarly, each summary’s readability score
was completely subjective. Each person has their own writing style,
making it difficult to create objective criteria for readability. These
limitations are inherent to the subjective nature of a qualitative
performance evaluation and contribute to the difficulties involved
in generalizing results.

5.4 Future Work
Future research could expand the scope by conducting more exten-
sive experiments, including testing paid versions of GenAI models,
generating summaries for a broader range of articles, or increas-
ing the number of trials to improve reliability and generalizability.
Another promising avenue for future research is exploring inter-
disciplinary applications, such as the intersection of AI and brain-
computer interfaces[9, 16, 19, 29–32, 39], and others, [20–25, 41–43],
to uncover novel insights and innovations. Additionally, investigat-
ing potential applications of GenAI in other stages of the research
process, such as experiment design and data analysis, could reveal
broader utility beyond data science.

Future studies should also consider diversifying the evaluation
metrics and audiences involved. As the results of this study present
an undergraduate level of model output evaluations, involving
researchers with expertise in the subject matter could provide more
nuanced and critical evaluations of model outputs. This would help
in assessing the quality and applicability of AI-generated content
more accurately.

6 CONCLUSION
The results of this analysis indicate that the best criteria to evaluate
GenAI models are accuracy and relevant content. While brevity is
important for a summary, accuracy and relevant content determine
its validity. In addition, readability is a more subjective criterion,
making it difficult to quantify.

For the purposes of a literature review, ChatGPT-4o set the high-
est standard out of the models evaluated. However, its performance,
along with that of the other three models, leaves room for further
improvement. Regarding accuracy, the models ranked from best
to worst: ChatGPT-4o, Claude 3 Sonnet, Google Gemini, and Mi-
crosoft Copilot.1 In readability, the models ranked from best to
worst: ChatGPT-4o = Google Gemini, Microsoft Copilot, Claude 3
Sonnet. With relevant content: ChatGPT-4o, Google Gemini, and
Microsoft Copilot ranked equally, and Claude 3 Sonnet ranked last.

Overall, usingGenAI to generate summariesmay help researchers
filter out papers not conducive to their research goals, streamlining
the literature review process.

1Note that Microsoft Copilot ranks differently than shown in previous figures because
of the non-summary responses that were not included in the trials. If included, they
would lower the accuracy score to below what Google Gemini achieved.
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